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What Is a Memory That It  

Can Be Changed?
Lynn Nadel

Introduction

The concern of this book, the workshop on which it is based, and the theory 
that propelled it is the nature of memory and how it can be altered in the course 
of effective therapy. The purpose of this chapter is to set the stage for what is to 
come in the rest of the book by providing a selective overview of current thinking 
about memory. We will discuss some features of memory that are particularly 
important in understanding what is going on when one changes one’s mind— or 
at least the part of it that is responsible for memories, which we will shortly see is 
pretty much the entire brain.

Already in the late 19th century, Ebbinghaus (1885) had initiated the ex-
perimental study of learning, forgetting, and memory, and James (1890) wrote 
presciently about several forms of memory. James highlighted the distinction 
between what he called primary and secondary memory, by which he was refer-
ring to what is now called short- term and long- term memory. James noted 
that memory results from the association of ideas— a definition that had major 
consequences for the study of memory, including in the relatively short term the 
banishment of memory altogether from the emerging science of psychology as 
strictly behaviorist approaches dominated from 1915 through the 1940s and 
early 1950s. There were a few exceptions outside of North America, most notably 
Bartlett (1932) in England, who presciently described memory as a momentary 
construction in his book on Remembering.

Telescoping history, we jump over the behaviorist perspective that had no 
need for the notion of memory, straight to the postwar era. Among other things, 
the war brought into existence the computational devices that have slowly come 
to dominate our lives and the computational attitude that gave rise to a renewed 
interest in memory. Even the earliest computers needed memory to function, 
and the distinction between short- term and long- term memory made by James 
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applied readily to the information- processing approach suggested by thinking of 
human brains as just another kind of computer.

One can see in Figure 2.1 all of the components of memory as it was conceived 
at the time— the important thing to note about this picture is that the various 
memory boxes differ from one another in terms of how long the memories in 
that box last. Another thing worth noting is that in the paper first promulgating 
this model Atkinson and Shiffrin (1968) made direct reference to the famous 
case of the amnesic patient HM (who had portions of both temporal lobes in-
cluding the hippocampus removed surgically due to intractable epilepsy) and 
how his memory impairment supported the distinction between short- term 
memory, which was intact in HM, and long- term memory, which HM could no 
longer form.

The picture presented by HM at the time his case was first reported (Scoville 
& Milner, 1957) is rather different than what he is now taken to show, but in un-
derstanding his impact on the emerging field of cognitive neuropsychology in 
general and the study of memory disorders in particular, we need to consider 
how memory was conceptualized at that time, the mid 1950s. Early reports on 
HM were taken as showing that the medial temporal areas resected in his sur-
gery were critically important in a consolidation process that transformed short- 
term into long- term memories. That is, HM was assumed to have intact sensory 
memory, short- term memory, and also long- term memory in that he seemed ca-
pable of retrieving autobiographical memories from his life before surgery. What 
was clearly impaired, in a devastating way, was HM’s ability to transform new 
experiences into long- term memories. We now know that HM’s remote memory 
was nowhere near as good as the early investigations mistakenly concluded, 
which has implications for thinking about the role of the hippocampus in long- 
term memory.

Shortly after the first reports on HM, a team of neuropsychologists, including 
Brenda Milner, who led the study of HM, joined forces to use what was known 
about HM’s surgery to try to create an animal model of amnesia. Orbach, Milner 
and Rasmussen (1960) recreated HM’s lesion in a group of rhesus monkeys and 
tested these animals on a variety of tasks they imagined would be comparable 
to the memory tasks HM failed completely. Unfortunately, monkeys with what 
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seemed like comparable lesions did not evince any memory loss. Some years later 
the same result emerged from studies with rats— lesions in the hippocampus did 
not seem to cause anything like the memory defect observed in HM and other 
amnesics (e.g., Kimble, 1963). This led to a decade of relative chaos in the world 
of hippocampal research, with some entertaining the possibility that this core 
temporal lobe structure might have a rather different function in humans than it 
has in other animals.

This quite unsatisfying state of affairs was jolted by the discovery of “place 
cells” in the hippocampus of freely moving rats (O’Keefe & Dostrovsky, 1971), 
an experiment that changed the field and ultimately earned John O’Keefe a share 
of the Nobel Prize in 2014. This discovery served as the foundation for the idea 
that the hippocampus served as the neural core of “cognitive maps” and that this 
gave it a critical function in a certain kind of spatial cognition, as well as a partic-
ular kind of memory, the kind that depends upon spatiotemporal context (Nadel 
& O’Keefe, 1974; O’Keefe & Nadel, 1978). This selectivity helps us understand, 
in retrospect, why the human and animal data did not go together. In brief, the 
tasks that were used in these different species were not fully equivalent— the 
tasks devised for animals had not paid attention to the core spatial/ contextual 
function of this structure. Animals with damage to the hippocampus could solve 
these tasks using other memory systems since spatial learning wasn’t typically 
part of the experiment.

The cognitive map theory of hippocampal function had a number of major 
implications for understanding how the brain organizes memories, including 
the idea that there are multiple forms of memory that differ as a function of 
the nature of the information being stored. According to this view, these dif-
ferent kinds of memory are undergirded by distinct neural networks with 
unique operating characteristics, likely have different developmental trajecto-
ries, are differentially affected by such things as stress and emotion, and have 
different plasticity functions. The latter highlights the fact that different kinds 
of memory can be learned, and unlearned, at different rates. In some systems 
learning will be fast, and unlearning as well. In others, learning and unlearning 
might be slow.

In addition to providing a way of thinking about the apparent discrepancy be-
tween human and animal studies of the hippocampal role in memory, the notion 
of multiple memory systems led, in the early 1980s, to advances in thinking about 
consolidation— the memory “fixing” process attributed to the hippocampus 
after the study of HM. What has come to be known as the standard model of 
memory consolidation (SMC) proposed that control over the expression of 
both episodic and semantic memories passes from hippocampus to neocortex 
during consolidation— initially the hippocampus is needed to retrieve from neo-
cortex the various parts of a memory, but over consolidation time, the neocortex 
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acquires the ability to do this without hippocampal intervention (Squire et al., 
1984; Alvarez & Squire, 1994).

Problems with this view, however, centered around the question of what 
happens to remote memories in amnesia and whether semantic and episodic 
memories suffer the same fate in amnesia. Resolution of the former question 
emerged only when the initial observations of HM were replaced by more refined 
assays of autobiographical memory in HM and other amnesics. Such studies, be-
ginning to emerge in the 1990s, suggested that the retrograde amnesia seen in 
various clinical cases went further back in time than one might have expected 
based on SMC and, further, that any remote memories amnesics could retrieve 
were atypically impoverished in characteristic ways, lacking episodic details.

Concerns about the extent of remote memory deficits, and the relative im-
pact on episodic and semantic memory, led to the development of multiple trace 
theory (MTT) in the late 1990s (Nadel & Moscovitch, 1997). MTT proposed that 
the hippocampus was always involved in the retrieval of suitably vivid and de-
tailed episodic memories, in contrast to what SMC had proposed. The advent of 
neuroimaging methods made it possible to test this idea directly, and from the 
outset the data have uniformly supported the MTT perspective— the recall of 
remote episodic memories activates the hippocampus (Nadel et al., 2000; Ryan 
et al., 2001), in particular if they are vivid (Robin & Moscovitch, 2017).

MTT made another prediction that is particularly important for the science of 
memory change— namely, that when a memory is reactivated it is likely to be re- 
encoded in a changed form. Some years after the promulgation of MTT memory 
“reconsolidation” burst upon the field— evidence showed that re- activating a 
memory rendered it labile and open to change. This was the reawakening of an 
old idea, perhaps first noted by Freud (1895/ 1966) in 1896, who used the term 
“retranscription” to refer to a process during therapy that sounds a lot like re-
consolidation in modern terms. Whether or not changes actually occur, the 
reactivated and now labile memory has to be stabilized again, and this “reconsol-
idation” process takes time, although likely less time than original consolidation. 
The research that brought reconsolidation back to the fore included work with 
both mazes (Przybyslawski & Sara, 1997), and fear learning (Nader et al., 2000). 
The latter in particular stoked interest in the psychiatric community, as the po-
tential for erasing fearful or other negative memories was clear.

The phenomenon of reconsolidation calls into question the original thinking 
behind the notion of memory consolidation. The time- limited nature of consol-
idation, and the notion that after that consolidation period a memory was per-
manently “fixed,” were fundamental facts about memory for proponents of this 
view. If memory consolidation is about something other than making memo-
ries permanently stable, what might that be? Before answering that question, 
it is useful to consider the adaptive advantage of having a malleable memory 
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system. If memory is only about reliving the past, then malleability is a bad idea. 
However, if memory is to be used to guide behavior in the future, malleability is a 
very good idea. Being able to flexibly manipulate our memories helps us plan for 
alternate futures based on past outcomes. Being able to update memories allows 
us to take advantage of the most current information about the environment 
when consulting the past to inform action in the present and future.

What then is consolidation for? In addition to modifying neural 
connections representing the specifics of a particular episode, consolida-
tion allows for the integration of information gleaned during such episodes 
into pre- existing knowledge networks. These networks represent both the 
things we’ve experienced in the world and the concepts, categories, schemas 
and scripts that have been abstracted from experience over our entire life. 
Adaptive behavior is generated by flexibly utilizing information in both the 
episodic system, informing us about specific instances in our life, and in the 
other systems, informing us about regularities that govern both the world and 
how we should behave in it if we are to thrive. This is consistent with the no-
tion that consolidation serves the purposes of integrating episodic memories 
with semantic memories or schemas. The kinds of change sought in therapy 
will likely engage all of these systems, as a goal of psychotherapy is to create 
momentary experiences that will lead to lasting changes in semantic mem-
ories or schemas. This means we must understand how different forms of 
memory are stored in the brain, so that we might better understand how best 
to induce enduring change.

Forming and Re- Forming Memories:   
A Memory Systems Perspective

Forming memories in the brain involves changing effective connectivity be-
tween neurons in an ensemble; the nature of these ensembles likely differs as a 
function of the kind of memory in question. Without going into detail, it is im-
portant to point out the statistical nature of the connections we are talking about. 
A memory cannot be merely a series of direct links connecting a chain of specific 
neurons. Instead, it is a pattern of activity across multiple neurons, organized in 
re- entrant circuits, each cycle of which could in principle be executed by a dif-
ferent subset of neurons. The informational content of these neural ensembles 
remains constant across minor variations in which neurons are sustaining the 
pattern at any particular time, and that is what matters for present purposes. As 
we have noted, successful therapy is likely to involve changes in multiple systems, 
so we must now turn to a discussion of several types of memory critical to the 
therapeutic enterprise.
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Episodic Memory

Episodic memory is about singular events, occurring in specific spatio- temporal 
contexts, involving the things, people, and actions comprising the event. Events 
are multidimensional and engage widely dispersed neural ensembles. Such 
widely distributed neurons cannot all be directly connected— so how can an 
event involving each of them be memorized? The hippocampus plays a critical 
role here. Elements (clusters of neurons one assumes) in disparate cortical zones 
activate elements in the hippocampus, which rapidly link to each other, forming 
a template that indexes the distributed bits and pieces comprising the details of 
the memory.

Thus, an episodic memory trace incorporates linkages among cortical 
neurons, among hippocampal neurons, and between hippocampal and cortical 
neurons (in both directions) as captured in a recent review by Kumaran et al. 
(2016), from whom Figure 2.2 was adapted. Changing such a memory could, in 
principle, involve changing any or all of the linkages that collectively comprise 
that memory.

Episodic Memory Reactivation

Episodic memories can be reactivated, triggered by some aspect of the current 
situation that serves to “cue” that older memory, by activating a subset of the 
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Figure 2.2 Episodic memory circuits.
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cortical elements that are part of that memory. These cortical elements activate 
the hippocampal elements to which they connect. Activation of these elements 
initiates a process of pattern completion within the hippocampus, activating the 
remaining elements of the hippocampal “template” representing that episode. 
This template then “retrieves” the cortical elements that were not part of the 
“cue” but that were part of the old memory. This retrieved episode may, or may 
not, reach conscious awareness.

Forming this kind of memory requires plasticity between widely separated 
elements, a challenge because such plasticity in the connections between two 
elements is only possible if they are active together within a very narrow time 
window— perhaps as short as 5 to 10 msec. This coordination among dispersed 
neurons is thought to be accomplished by neurons firing in phase with each 
other, which creates a brief slice of time when plasticity between them is enabled 
(see Çalışkan & Stork, 2018, for a review). Within this very brief window, 
neurons that “fire together” can “wire together,” as Hebb (1949) suggested. In 
sum, reactivating a memory seems to involve a multistep process, both bottom– 
up and top– down, that ultimately results in a fleshed out recalled memory, of 
which one could become conscious.

Changing An Episodic Memory

At first blush, it seems that updating an episodic memory should involve adding 
(and/ or subtracting) elements from the ensemble of connected elements that 
comprise the reactivated memory. It is an important fact that this only happens 
to a reactivated memory. Episodic memories that are not reactivated are not 
changed or changeable. But is reactivation alone enough to change a memory 
representation? Apparently not, and that is where prediction, and prediction 
error (PE), are thought to come in.

Predictions (Expectations) and Prediction Error

Reactivated memories, fleshed out through pattern completion, generate 
“predictions”— for example, what I might see if I turn the corner in a familiar 
house I’ve lived in for years. Such predictions are “compared” with what actually 
happens, generating varying amounts of “mismatch” or what is called “predic-
tion error.” There is what appears to be an inverted U- shaped function regarding 
PE in episodic memory— updating only occurs at a particular level. Too little 
PE likely results in no change, or a strengthening of existing linkages. Too much 
PE and pattern separation processes take hold, forcing the creation of a distinct 
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memory, engaging a different ensemble of neurons. This system- level “decision” 
is critical in the therapeutic context. It is essential, as we will see, to stay out of the 
part of the PE curve where pattern separation dominates. This would make it less 
likely that anything learned in the therapist’s office would generalize to situations 
in the real world.

My colleagues and I developed a human episodic memory paradigm to study 
reconsolidation under conditions where updating might be possible. Participants 
learn a list of objects (Set 1) in a particular context (Room A). Two days later they 
come back to either Room A or a new place, Room B. Those brought back to 
Room A are further reminded of their previous learning of Set 1 by having the 
same experimenter and being asked a leading question. Those brought to Room 
B are met by a new experimenter and no questions at all. We expected that the 
participants brought back to the same context would reactivate their memory 
of Set 1 and its objects. Both groups of participants learned a new list of objects 
(Set 2). Our thought was that when the memory of Set 1 was reactivated just as 
Set 2 was being learned, some of the new objects in Set 2 might be incorrectly 
added to the activated memory of Set 1. That is, the reactivated memory would 
be changed by current experience. And this is precisely what happened.

As Figure 2.3 shows at the top, participants in the Reminder group reported a 
significant number of Set 2 items (red bar) as having belonged to Set 1. This was 
not observed in the participants who did not have their memory of Set 1 learning 
reactivated. Figure 2.3 shows that it was the spatial context, and not the experi-
menter or leading question, that produced the memory reactivation essential to 
this memory updating effect (Hupbach et al., 2007).

In a series of further studies (Hupbach et al., 2008, 2009), we explored the var-
ious conditions under which memory updating occurs and does not occur. We 
showed, for example, that context played a critical role only if it was relatively 
novel. In familiar environments other cues take on the critical reactivating role. 
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Another early (unpublished) finding showed that a full retrieval was not followed 
by updating of List 1 with List 2 items, a result that might reflect the role of pre-
diction error in enabling memory updating. Other investigators have studied 
the presence, or absence, of memory reconsolidation in humans, with somewhat 
mixed results, as another contribution to this volume make clear ( chapter 10).

Most recently, we looked at memory reconsolidation in a variant of our para-
digm that we could bring into the scanner (Simon et al., 2017). We showed that 
whether or not a memory was updated and which specific items from Set 2 were 
recalled incorrectly as having been on Set 1 were both related to the extent of 
activity in a particular brain region, the temporo- parietal junction (TPJ). The 
more activity in this region the less likely was memory updating to occur. We 
interpreted this in terms of the well- established role of the TPJ in monitoring the 
extent of retrieved details of a memory. Our results best fit within the “predic-
tive” framework sketched out earlier. Extensive prediction error, which is most 
likely when memory reactivation is highly detailed, leads to a pattern separation 
outcome, wherein the reactivated memory and the newly forming memory for 
the current state are kept separate and distinct. A modest amount of prediction 
error might lead to a different outcome— the system deciding that the reactivated 
memory and the current state are somehow part of the same “event,” leading to 
an updating of the reactivated memory with some of the contents of the current 
situation. That is, some Set 2 items are attached to the reactivated Set 1 memory 
instead of being included in the emerging Set 2 memory.

The work from our lab and others allows us to summarize some of the key 
features of episodic memory reconsolidation and updating as it is understood 
now:

 1. Reactivation is necessary for updating to occur. This can be triggered by 
something in the current situation that is similar to a previously stored 
memory, perhaps a person, or some salient object/ event shared by the prior 
experience and the present circumstance. It can also be triggered internally, 
during bouts of mind- wandering (see Chapter 5 of this volume), or while 
asleep (see Chapter 7 of this volume). The emotional state you are in can 
contribute to which memories you will reactivate or retrieve.

 2. Reactivated memories can vary along several dimensions. They can vary in 
detail— some memories are highly detailed, others less so. They can vary in 
strength— some strong, some weak. They can vary in terms of emotional 
salience. Each of these reflects activation in different networks. All of these 
will affect the possibility of a reactivated memory being altered by what is 
happening in the present.

 3. Reactivation can be followed by any of several outcomes. At issue first is 
the question of whether reactivation is necessarily followed by memory 
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destabilization, which appears to be determined by the ratio of two subunits 
of the NMDA receptor (see reviews by Zhang et al., 2018; Vigil & Giese, 
2018). Subunit GluN2B regulates memory destabilization— when this sub-
unit is inhibited, reactivation- induced destabilization and the memory- 
erasing effects of protein- synthesis inhibitors are not seen. GluN2A 
regulates memory restabilization. The ratio between N2A and N2B 
determines what will happen when a “memory” is reactivated. One vari-
able that might influence this ratio is amount of “training” (Lee et al., 2017). 
There is evidence that strong memories are associated with decreased N2B 
receptors and hence are less likely to destabilize and be updated, even in the 
presence of substantial PE. Should this be the case, one way of facilitating 
change when quite strong memories are involved might be to pharmaco-
logically manipulate N2B receptor levels. Such an approach is complicated 
by the apparent fact that control over destabilization might rest with dif-
ferent modulators in different brain systems. There is some evidence, for 
example, that cannabinoid receptors control destabilization in some hippo-
campal circuits (Nasehi et al., 2017), while serotonin receptors play such a 
role in the perirhinal cortex (Morici et al., 2018).

 4. Assuming a memory is destabilized at the cellular level, updating it 
demands prediction error— in the absence of PE there is nothing to up-
date. In the absence of PE reactivated memories would return to their pre- 
reactivation state eventually, although during the time they are destabilized 
they are open to being strengthened or weakened, or even erased.

Semantic, Conceptual and Action- Based Memory Systems

What was just described applies to explicit memories that engage widely dis-
persed neural elements— namely, specific episodes. Matters are different when 
one considers other kinds of memory, for example, semantic memories. Some 
are explicit, such as facts about the world or about one’s personal history; others 
are implicit, such as concepts and categories, and action schemas that tie these to 
behaviors through scripts.

Most agree that semantic memories, facts, scripts, and schemas engage 
neural systems outside the hippocampal system, in cortical and subcortical re-
gions. Many also subscribe to the idea that learning is very rapid in hippocampal 
circuits and less so in extra- hippocampal circuits, an idea suggested by Nadel 
& O’Keefe (1974; O’Keefe & Nadel, 1978), and based to some extent on the dis-
covery in the 1970s of long- term potentiation in rabbit hippocampus (Bliss & 
Lomo, 1973). This idea was formalized by McClelland et al. (1995) in the com-
plementary learning systems theory, which asserted that because of the way 
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knowledge is represented in cortical circuits— in overlapping codes, rather than 
in sparse, orthogonalized codes— effective change must be made slowly. Rapid 
change would alter the delicate balance of synaptic weights that is required to 
store multiple items in overlapping sets of neurons, with the consequence of cat-
astrophically interfering with previously stored knowledge.

While it is now clear that rapid plasticity can occur outside the hippocampus, 
for the most part the notion that slow changes are most effective in the systems 
storing conceptual and schematic knowledge has been retained. This means that 
scripts and schemas, including well- established action routines, might not be 
as easily changed and updated as is the case for episodic memories. This makes 
sense, intuitively— episodic knowledge is based on a single experience, by defi-
nition. Semantic knowledge is the aggregate of multiple experiences and hence 
more likely to provide valid predictions on which to base current and future 
actions. It should be harder to change, and the slow change in synaptic weights 
that can occur each time the updating circuit is activated accomplishes this goal. 
But, there is a caveat in that during sleep, and the replay observed in slow- wave 
sleep, it might be possible for the hippocampal episode system to send hundreds, 
or even thousands, of training signals to the cortex, making it possible that slow 
change on a trial- by- trial basis need not translate into slow change in the real 
world. Replay during sleep can translate slow physiological alterations into rapid 
psychological change. Recent work using targeted memory reactivation (e.g., 
Simon et al., 2018) raises the possibility that this replay process can be influenced 
in ways that can both strengthen or weaken memory traces.

As noted earlier, memory consolidation includes processes that integrate new 
experiences into established knowledge networks. Work in both animal models 
(Tse et al., 2007) and humans (Fernandez & Morris, 2018) shows that new ex-
perience is more rapidly integrated into extra- hippocampal circuits when it fits 
with the knowledge one has previously acquired. These may be the conditions 
under which fast acquisition of new information can occur in neocortical 
circuits. Research that focuses on whether new experience is schema- congruent 
or schema- incongruent shows that the brain reacts differently to these two kinds 
of experiences. Schema- congruent inputs predominantly activate the medial 
PFC, while schema- incongruent inputs predominantly activate the medial tem-
poral lobe, including the hippocampus. The latter case is relevant to the ther-
apeutic situation— new information is introduced that is schema- incongruent, 
with the hope that it will lead to a reformulation of the schema and hence 
changes in behavior predicated on it. The fact that this situation activates the hip-
pocampal system suggests several things. First, substantial change in schemas is 
either orchestrated, or strongly impacted, by the fast- learning episodic system. 
Second, preferential engagement of the hippocampal system could have an im-
pact on the perspective from which one views one’s experience, shifting between 



22 Basic Science Perspectives

first-  and third- person views. Which perspective a memory is recalled from 
clearly matters (see Chapter 4 of this volume). Finally, to the extent to which this 
episodic driving of schema- change is critical to enduring change, it is essential 
that the therapeutic situation be one in which stress is managed at levels below 
those that would downregulate hippocampal function, (e.g., Kim & Diamond, 
2002). And it is also likely important that sleep is well managed, as previously 
hinted at.

The literature on change in semantic systems also suggests that one way such 
networks can react to the addition of incongruent information is to split off new 
subschemas (or subcategories). My schema for “apple” included “has red skin” 
until I discovered Granny Smiths, at which point my schema expanded to in-
clude red and green types, both nested under the enlarged category of APPLE. 
Understanding how such splitting and reconfiguring of schemas plays out with 
complex and often abstract, beliefs about oneself and the world is a task for the 
future, because many of the critical properties of schema- based knowledge sys-
tems remain to be carefully studied. It is an open question whether the splitting 
of semantic networks is at all akin to the way in which memories are kept sepa-
rate in the episode system.

We return to some of these issues in our final chapter of the book, where we 
focus on a future research agenda.

In sum, a few points about memory should be emphasized: (a) there are many 
forms of memory, and the rules governing the storage, retrieval, and updating of 
these various forms likely differ— some forms of memory may be relatively easy 
to change; others (like habits), less so; (2) memory reactivation and updating, 
sometimes called “reconsolidation” can apparently result in changed memo-
ries, but the exact conditions under which this happens are unclear at present; 
(3) interactions between memory and emotion are critical, affecting the likeli-
hood of a memory being made in the first place, or remade after reactivation; and 
(4) predictive coding is at the core of what memory exists to do; therefore, com-
putational approaches to prediction (e.g., Bayesian modeling) could inform how 
memories are remade and hence be of use in therapy.
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