
Contents lists available at ScienceDirect

Biological Psychology

journal homepage: www.elsevier.com/locate/biopsycho

Review

The evolution and development of the uniquely human capacity for
emotional awareness: A synthesis of comparative anatomical, cognitive,
neurocomputational, and evolutionary psychological perspectives

Ryan Smitha,*, Horst Dieter Steklisb, Netzin G. Steklisb, Karen L. Weihsb, Richard D. Laneb

a Laureate Institute for Brain Research, 6655 South Yale Avenue, Tulsa, OK 74136, United States
bUniversity of Arizona, 1501 N. Campbell Ave, Tucson, AZ 85724-5002, United States

A R T I C L E I N F O

Keywords:
Emotion
Emotional awareness
Computational neuroscience
Active inference
Life history strategy
Human evolution
Hypersociality
Sex differences

A B S T R A C T

We offer an interdisciplinary framework for understanding the expanded capacity for emotional awareness (EA)
in humans relative to other animals, synthesizing work within computational neuroscience, evolutionary psy-
chology, and comparative anatomy. We argue that disproportionate cortical expansion during human evolution
reflects additional hierarchical levels of computational processing, allowing representation of multimodal reg-
ularities over longer timescales – affording abstract concept learning, internal simulation of distal future out-
comes, and expanded working memory capacity. This allows for the ability to simulate emotions, learn emotion
concepts, and manipulate them in working memory when deciding how to act. We also draw on the construct of
life history strategy within evolutionary psychology to argue that individual differences in EA within humans
can be understood as the result of tuning particular computational parameters to the predictability of long
timescale socioemotional regularities of the local environment. We conclude by discussing the implications and
testable hypotheses offered by our proposed framework.

1. Introduction

Many species unambiguously possess neural mechanisms for gen-
erating affective (e.g., valenced autonomic, attentional, behavioral)
responses to a range of stimuli relevant to survival and reproduction
(LeDoux, 2012). Although somewhat more controversial (see
(Panksepp, Lane, Solms, & Smith, 2017)), it is fairly well accepted that
at least some subset of these species are also capable of internally re-
presenting and experiencing some aspects of affective responses, at
least at a perceptual level (e.g., experiencing pleasant/unpleasant sen-
sations, various aspects of bodily arousal, motivations to approach/
avoid). Humans also generate, represent, and experience these (or at
least similar) aspects of affective responses. However, humans appear
to stand in stark contrast to other animals in their expanded capacity to
represent and understand affective responses at a conceptual level
(LeDoux, Brown, Pine, & Hofmann, 2018) (e.g., “my perceived increase
in heart rate corresponds to fear,” “my perception of a furrowed brow
signifies anger”). That is, compared to other primates, and perhaps
most other species, humans seem to display a vastly increased capacity
for emotional awareness (EA) (Steklis & Lane, 2012).

1.1. Emotional awareness

EA, as operationalized in this paper, is primarily measured lin-
guistically. It is often evaluated on a continuum based on the granu-
larity/specificity of the words people spontaneously use to describe
their affective experiences (Kashdan, Barrett, & McKnight, 2015; Smith,
Killgore, & Lane, 2018). For example, based on the Levels of Emotional
Awareness Scale (LEAS; (Lane, Quinlan, Schwartz, Walker, & Zeitlin,
1990)), this continuum, from low to high, is assessed based on 1) the
use of low-level somato- or viscero-sensory-motor terms (e.g., feeling
sick or achy), 2) the use of action tendency or valence terms (e.g.,
feeling bad or feeling like punching someone), 3) the use of specific
emotion concept terms (e.g., sad, angry), and 4) describing combina-
tions of feelings (e.g., feeling both sad and afraid). The ability to dis-
tinguish one’s own emotions from those of others (i.e., a type of af-
fective theory of mind) is also considered a hallmark of high EA.
Although primarily measured in this fashion, our conception of EA,
while plausibly (strongly) facilitated by language, is not seen as itself a
linguistic capacity. Rather, use of specific emotion terms is considered
an indirect measure that tracks the way an individual’s affective ex-
periences (i.e., context-dependent changes in valence, arousal, action
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tendencies, and associated cognitions that are currently internally re-
presented, consciously or unconsciously) are conceptually categorized
and the way this alters the temporal dynamics of affective experience
and its use in goal-directed cognition.

Based on a previous “three-process” model we have proposed
((Smith, Killgore, & Lane, 2018; Smith, Lane, Parr, & Friston, 2019), EA
requires that affective responses are 1) generated (which may not occur
in some cases of low EA; ((Smith, Kaszniak, Katsanis, Lane, & Nielsen,
2019)), 2) represented at both a sensory-motor and cognitive (concept
category) level, and 3) maintained/manipulated within domain-general
cognition (i.e., working memory) so as to inform verbal reporting and
other goal-directed planning processes. It follows that, if an animal can
only represent sensory-motor aspects of affective experience (e.g., va-
lence, arousal, action motivations), or if it lacks the capacity to use this
information to inform goal-directed planning, that animal will have low
EA.

A few other points are also worth clarifying at the outset. First, we
assume that affective responses are flexible and context-specific – rather
than being stereotyped categorical responses with a 1-to-1 mapping
with emotion concept categories – and that they reflect the metabolic,
cognitive, and behavioral demands that are (most often unconsciously)
predicted to be necessary for dealing with a given situation (Feldman
Barrett & Finlay, 2018). As such, emotion concept learning involves
learning one (e.g., culture-specific; (Russell, 1991)) way of categorizing
in-context affective responses, out of many other possible conceptual
systems – each of which could guide cognition and behavior in different
ways (Barrett, 2017). Second, we assume that affective responses are
generated and dynamically modulated based on a range of factors, in-
cluding (both conscious and unconscious) interpretations of a re-
presented situation (whether real, remembered, or imagined), inter-
pretations of one’s own internal state, and faster conditioned and
unconditioned responses to salient stimuli (Smith & Lane, 2015). Fi-
nally, similar to other theories within the broader literature on con-
scious experience (e.g., (Prinz, 2007, 2012)), we assume that the phe-
nomenological character of an affective response is largely at an
intermediate level of representation, such as the unpleasant feeling of a
racing heart, a felt motivation to avoid, etc., and that higher-level
cognitive representations play an indirect role in modulating emotional
phenomenology in a top-down manner (e.g., based on what one expects
to feel or attend to when sad). However, both perceptual and con-
ceptual representations can remain unconscious (only producing
priming effects; (Kihlstrom, Mulvaney, Tobias, & Tobis, 2000; Smith &
Lane, 2016; Winkielman & Berridge, 2004; Winkielman, Berridge, &
Wilbarger, 2005; Zemack-Rugar, Bettman, & Fitzsimons, 2007)), and a
further process is necessary for awareness in which locally represented
information is “broadcast” and made available for use within domain-
general cognition (Dehaene, 2014; Dehaene, Charles, King, & Marti,
2014).

1.2. The origin of individual differences

While the difference in EA between humans and other animals is
uncontroversial, its phylogenetic origins (i.e., the selective pressures
that favored it during the course of human evolution) are poorly un-
derstood. Further, there are well-established individual differences in
EA within the human species (Smith, Killgore, & Lane, 2018), and the
developmental basis of these within-species differences is also not well-
characterized. The goal of the present paper is to propose a theoretical
framework – grounded in present work within ecological and evolu-
tionary psychology, comparative neurology, and computational and
cognitive neuroscience – that can theoretically account for between-
and within-species differences in EA and that can guide future research
on this presently under-studied topic. The framework we propose in-
cludes a broadly two-factor account of individual differences in EA,
where both factors contribute to the explanation for both within- and
between-species differences. These two factors are: 1) a domain-general

expansion in reflective capacity, and 2) domain-specific adaptations
that facilitate prepared learning about (e.g., biased attention toward or
enhanced salience of cues relevant to) the emotional states of self and
others. To be clear, by “domain-general”, we refer to cognitive systems
whose operations can be applied across many types and sources of in-
formation (e.g., the ability for both exteroceptive and interoceptive
information to inform goal-directed planning processes). By “domain-
specific”, we instead refer to information processing and behavioral
control mechanisms that are dedicated to only processing specific types
or sources of information (e.g., selective processing of visual informa-
tion about faces).

The first factor we will refer to as “domain-general reflective ca-
pacity,” corresponding to the remarkably expanded general human
capacity for launching goal-directed internal simulations over long time
scales into the past and the future and that operate on very abstract,
multimodal conceptual contents (see (Suddendorf & Corballis, 2007)
for a comprehensive review; and (Suddendorf, Bulley, & Miloyan, 2018)
for evolutionary significance). We will argue that, while widely applied
to different contents, this capacity can be (at least to a significant de-
gree) accounted for by evolutionary changes in two general cognitive
functions: an expanded capacity for abstract concept learning and an
expanded capacity to manipulate concepts within working memory.
This expanded reflective capacity allows humans to do several very
complex internal operations, such as intentionally pondering the distant
past (e.g., internally simulating and gaining new insights about past
experiences), intentionally simulating counterfactuals regarding what
the present would have been like if different actions had been taken in
the distant past, and imagining different possible futures when planning
what to do in the present.

Arguably the most impressive use of this uniquely human reflective
capacity is its application to socio-emotional cognition – with EA being
one prime example. Consider what goes into a very typical social si-
tuation in which an individual must cooperate with a co-worker to
accomplish a work-related task. Although seemingly simple, the ability
to navigate this social situation draws on each of the reflective opera-
tions mentioned above and more. For example, the individual must 1)
hold in mind their own short-and long-term needs and desires (e.g.,
remain on good terms with that co-worker while simultaneously com-
peting with them for an eventual desired promotion), 2) differentiate
their own mental state from that of the co-worker’s and imagine what it
would be like to have their beliefs, emotions, goals (etc.), and 3) si-
mulate how each of those mental states would change given different
actions they each could take. Making these inferences in turn requires
integrating very abstract multimodal knowledge from past experiences
with that co-worker over long time scales and integrating that knowl-
edge with several noisy spatiotemporal cues in the present, many de-
tails of which are also irrelevant. For example, the dynamics of facial
expressions, body postures, and voice tones could or could not carry
useful information about that co-worker’ s emotional state and future
behavior in that situation, and these signals can indicate different
mental states in different contexts as well (Aviezer et al., 2008; Barrett,
Mesquita, & Gendron, 2011); simultaneously, other available sensory
information, such as the co-worker’ s eye color or choice of clothing
that day may often carry no useful information (Haker, Schneebeli, &
Stephan, 2016). Thus, high-level social-cognitive abilities associated
with learning and applying a theory of mind – both cognitive and af-
fective and to both self and others – are plausibly at or near the peak of
the level of cognitive complexity achieved by humans (Heyes & Frith,
2014).

This qualitative difference in general reflective capacity in humans
relative to other animals (Suddendorf & Corballis, 2007) is also argu-
ably the primary causal factor in facilitating many aspects of modern
human life, from modern technology and career options to the structure
of social and political institutions, and the formation and maintenance
of durable social relationships. For example, there are many decisions
in modern society that must be made now based on uncertain
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probabilistic outcomes that might occur several years later (e.g., going
to college to eventually get a better job), and maintaining present day
long-term relationships can require compromise and short-term sacri-
fices for long-term stability and general well-being (e.g., deciding
whether one’s or one’s spouse’s dream job should take higher priority in
deciding where to live). When considering such decisions, it becomes
apparent that there is also considerable variation within the human
species in reflective capacity generally and the efficacy with which it is
deployed. Being aware of one’s own and others’ emotions in particular
is crucial to social interactions in serving the dual purpose of helping to
meet both individual and social needs. Awareness of what one is feeling
enables a person to consider what the feeling is, what it means, what
triggered it, what actions to take in a particular social situation, and
ultimately to consciously and deliberately regulate one’s own emotional
responses (Smith & Lane, 2015; Smith, Killgore, & Lane, 2018). Simi-
larly, knowing what someone else is feeling enables predictions about
what other people need and are likely to do (Smith, Killgore, Alkozei, &
Lane, 2018). Thus, EA enables deliberate or controlled responses to
changing environmental circumstances. Together, the individual and
social aspects of EA enable adaptive decision-making and behavior in
social contexts.

In the first few sections of this paper we will consider the evolution
of the expanded human capacity for EA in relation to the generally
enhanced reflective capacity described above. We consider what is
known about evolutionary changes in the human brain and the plau-
sible selective pressures that may have contributed to these changes in
the course of human evolution, especially as these are related to ex-
panded levels of emotional and cognitive processing. In this regard, we
consider how cortical expansion can be understood through the lens of
leading perspectives within cognitive and computational neuroscience.
We will then argue that greater reflective capacity and EA in humans
relative to other animals is plausibly best understood as the result of the
selective pressures associated with the hypersocial ecological niche that
humans came to occupy (Apicella & Silk, 2019). This required a strong
form of within-group cooperation and interdependence for survival and
the concomitant ability to navigate very complex social structures and
relationships. As humans evolved to sculpt this hypersocial niche, we
argue that fitness was plausibly enhanced by an expanded, domain-
general capacity to learn about the highly abstract, context-varying,
long-timescale regularities required to successfully navigate social life.

We next argue that, from a computational neuroscience perspective,
this expanded capacity for tracking these complex social regularities
implies an increasing number of hierarchically organized levels of re-
presentation within multimodal cortices; in other words, it should
correspond to a hierarchically deeper internal generative model (i.e., an
internal model that generates predictions about what sensory input
should be observed if a given set of beliefs were correct (Friston, Rosch,
Parr, Price, & Bowman, 2018; Kiebel, Daunizeau, & Friston, 2008)).
These additional levels of computational processing allow for expansion
of the two interconnected domain-general cognitive capacities neces-
sary for internal reflection mentioned above: concept representation
and working memory manipulation (Parr & Friston, 2017a; Smith, Lane
et al., 2019; Smith, Parr, & Friston, 2019). When these two narrower
cognitive capacities are expanded so as to allow the ability to learn
about and represent sufficiently abstract regularities over sufficiently
long time scales, the interaction between them forms the basic structure
necessary for goal-directed reflection. Evidence from cognitive neu-
roscience further suggests that these higher levels of representation
correspond to a (loosely) hierarchically organized set of large-scale
neural networks observed within temporal, parietal, and frontal cor-
tices (Mesulam, 1998; Yeo et al., 2011; Zhou et al., 2018) – the very
cortical regions showing disproportionate expansion in humans
(Buckner & Krienen, 2013).

With these conceptual and empirical resources in place, we will then
argue that – because emotion concepts themselves refer to multimodal,
long-timescale regularities in self and others (e.g., allowing predictions

about the causes and consequences of affective responses) – cortical
expansion during human evolution, and the deeper generative models
this allows for, would provide the necessary conditions for the ex-
panded human capacity for EA. We will also illustrate how, based on
certain learning dynamics within deep generative models, individual
differences in early experience can account for within-species human
differences in EA (Smith, Killgore, & Lane, 2018). Specifically, we will
argue that individual differences in EA, and reflective capacity gen-
erally, can be explained, at least to a large degree, by bounded rational
statistical (probabilistic) learning processes that are applied to different
types of environments accessible early in an individual’s development
and lead to individual trait differences in a construct called life history
strategy (LHS) (Figueredo et al., 2005)). Briefly, if early experience is
associated with harsh or unpredictable environments (Ellis, Figueredo,
Brumbach, & Schlomer, 2009), an individual may learn that long-
timescale regularities are not reliable bases for prediction and action
selection. Under this implicit belief, many “unreflective” decisions in-
volving a lack of thorough consideration of distant future outcomes (in
both general and specifically social decision-making) can be explained
(e.g., why choose to go to college if future career benefits are highly
unpredictable? Or why consider what another person is feeling if
emotions are highly unpredictable from moment to moment?). This
perspective entails that there is not an “optimal” level of EA. Instead,
EA is tuned to the statistics of the social environment based on ex-
perience. An individual’s level of EA can then only be considered
“suboptimal” when they enter a new social environment with different
statistical regularities, and the level of EA no longer matches those
regularities.

The second factor in our proposed account corresponds to domain-
specific prepared learning mechanisms that may have also been se-
lected for to help humans navigate hypersocial environments. For ex-
ample, learning about and recognizing the emotions of others plausibly
requires (or is at least strongly facilitated by) the automatic salience of
certain perceptual features over others. For example, a failure to au-
tomatically attend to an individual’s eyes and mouth may hinder
emotion learning/recognition in autistic individuals with poor EA
(Moriuchi, Klin, & Jones, 2017). We argue that “built-in” implicit ex-
pectations that certain cues are more informative/salient than others
(e.g., automatically biasing attention toward socially relevant cues)
may also have been selected for during human evolution and advanced
the capacity for EA in a more domain-specific manner. This second
factor will be covered in the latter portions of the paper.

After we have presented our proposed framework, we critically
evaluate it and consider other possible explanations that could be of-
fered, the relative empirical support for each, and how such competing
views might be tested. We then close by describing how our framework
can unify a number of related empirical findings as well as make novel
empirical predictions.

2. Evolution of the capacity for EA in humans: Comparative,
computational, and cognitive neuroscientific perspectives

2.1. Comparative neuroscience and the evolution of EA

One of the more dramatic features of human evolution is the in-
crease in brain size and reorganization of brain structures that are at the
root of distinctively human cognitive, emotional, and behavioral ca-
pacities. As we will show, some of these neurobiological changes—ones
that differentiate humans from other primates—are likely responsible
for the expanded human capacity for internal reflection generally, fa-
cilitating the development of EA.

Brain size and organizational changes in cortical and subcortical
components have been empirically documented. In the course of human
evolution, brain size has increased dramatically to a size that is about
three times larger than expected for a primate of our body size (Falk,
2016). This relative size increase itself has significant functional
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implications, but it also resulted in allometric size changes in cortical
and subcortical brain components. For example, the total number of
neurons in the human brain (i.e., the computational units), while higher
than that for other primates, matches the number expected for a
human-sized primate brain (Herculano-Houzel, 2009). On the other
hand, a number of volumetric changes in human cortical areas and
subcortical structures depart from the expected allometric relationships
to whole brain volume and are thus appropriate candidates for evolu-
tionary specializations (Rilling, 2006). In addition to volumetric evo-
lutionary changes in brain areas, subtler changes, such as in neural
connectivity or neurochemistry, must also be considered in assessing
evolved human brain specializations (for a review, see (Reyes &
Sherwood, 2015)). In the following, we will review what is known
about specializations in subcortical and cortical structures and then
proceed with a proposal for the selective pressures that account for the
evolution of these neural specializations in relation to EA and general
reflective capacity.

Before proceeding, a brief note about the meaning of ‘specialization’
is in order. We have just described one way in which we can think of
neurobiological specializations, namely, changes in the size or con-
nectivity of neural structures that depart from allometric expectations.
Such changes are specializations in the sense that they evolved in the
hominin lineage after the split from a common ancestor with African
apes and thus they are good candidate changes that reflect adaptations
to new challenges encountered during the course of hominin evolution
(e.g., navigating a hypersocial niche, see below). A second, equally
important way in which we will be talking about specialization is in
regard to the domain-specific vs. domain-general functions of specific
neural systems or structures. For example, components of human neo-
cortical association areas may have expanded disproportionately (de-
parting from allometric expectations) and thus likely represent evolu-
tionary specializations for an enhanced or new function, but this
function may be domain-specific or domain-general. For instance, the
function could be one dedicated to serve in the social domain (domain-
specific) or serve in a variety of social and non-social domains (domain-
general). When data allow, we will make this distinction. We also ac-
knowledge that in some cases this distinction may be overly coarse-
grained, in that some functions may lie somewhere along a continuum
between specificity and generality – by integrating inputs from an in-
termediate number of distal information sources (e.g., hierarchically
intermediate neural circuits that integrate information from multiple
exteroceptive and interoceptive channels, but do not incorporate con-
textual information from long-term memory; see (Smith, Thayer,
Khalsa, & Lane, 2017)).

One last point concerns the evolution of neurobiological mechan-
isms generally. New functions (both domain-specific and domain-gen-
eral) generally evolve by co-opting and repurposing structures and
functions that originally evolved for other purposes. For example, the
neuropeptide oxytocin, which in early vertebrates played an anxiolytic
role, was co-opted and repurposed in mammals in support of parental
behavior and social bonding more generally, especially in primates
(Carter, 2014). Likewise, it appears that, with some important excep-
tions, most of the neural circuitry serving social functions in primates is
not exclusively dedicated to those functions; rather, these neural
structures were co-opted to also serve additional functions (reviewed in
(Chang et al., 2013; Wittmann, Lockwood, & Rushworth, 2018)).

With respect to subcortical (and related “limbic”) regions, humans
appear to show several structural differences compared to apes. For
example, compared to what would be expected for an ape brain scaled
up to human size, humans possess a greater number of neurons in the
lateral amygdala and anterior thalamus, greater density of specific
neuron types (e.g., spindle neurons) in the anterior insula and anterior
cingulate, lower than expected volume in the striatum, and greater than
expected volume in the anterior insula, orbital/ventromedial prefrontal
cortex, hippocampus, lateral amygdala, anterior thalamus and septal
nuclei (reviewed in (Lew & Semendeferi, 2017). Given current evidence

for the functions of these regions (e.g., reviewed in (Smith & Lane,
2015; Smith, Killgore, & Lane, 2018), it is plausible that many of these
differences contribute to differences in affective response generation
processes (e.g., variation in the patterns and complexity of valenced
autonomic and fast skeletomotor responses that can be generated in
socio-affective contexts (Steklis & Lane, 2012)). In this regard, it is of
interest that human amygdala volume and cortical thickness of some of
the above mentioned structures (e.g., anterior cingulate, frontal cortex)
that are closely connected to the amygdala are correlated with social
network size (Bickart, Wright, Dautoff, Dickerson, & Barrett, 2011).

The anterior insula, in particular, through its expanded size and
apparently uniquely strong connectivity to other limbic and thalamic
areas, may play a key role in EA by integrating body state and ex-
teroceptive information (reviewed in (Craig, 2009)). Humans appear to
have a particularly well-developed pathway from the basal ven-
tromedial and posterior ventromedial nucleus of the thalamus to the
insula that provides interoceptive (homeostatic) information. This is
integrated with information about the external environment, including
social context, in the most anterior parts of the insula. In this concep-
tion, the anterior insula makes an important contribution to the re-
presentation of all emotions, but does not contribute exclusively to
emotion processing (Craig, 2009; LeDoux et al., 2018). Despite the in-
sula’s apparent contribution to EA, it likely does so through its close
connections with other neural areas, especially the anterior cingulate
cortex (Medford & Critchley, 2010), that together comprise a ‘salience’
network functioning to more generally direct cognitive resources to-
ward processing information most relevant to current or anticipated
metabolic demands (see below, and (Barrett & Satpute, 2013; Seeley
et al., 2007; Zhou et al., 2018)). The specific role of the insula in EA in
humans relative to other animals will need to be confirmed by further
empirical evidence on the structural and functional characteristics that
underlie subjective awareness.

The human neocortex has also undergone marked evolutionary
changes as a consequence of the increase in human brain size. For ex-
ample, the overall size of human neocortex is an allometric con-
sequence of increased brain size; which is to say that, compared to other
primates, human neocortical size is unexceptional (Finlay, 2019).
However, the proportions of functional neocortical areas have changed,
indicating evolutionary reorganization of the human neocortex (Reyes
& Sherwood, 2015). Human association cortices within several tem-
poral, parietal, and frontal regions show starkly disproportionate ex-
pansion (reviewed in (Buckner & Krienen, 2013; Krienen & Buckner,
2017)). This expansion contrasts with much less notable changes in
unimodal sensory and motor cortices, and it is mirrored in the relative
timing of regional cortical maturation during human development.

There has been much discussion within the comparative neu-
roscience literature on the functional significance of these increases in
cortical surface area. For example, under the plausible assumption that
expanded association cortex corresponds to a greater number of pro-
cessing units, “remapping factors” have been calculated (based on the
proportion of cortical tissue relative to its number of inputs and out-
puts) that suggest human cortex possesses a disproportionately greater
capacity (i.e., 2.5–4 times greater) for abstract multimodal information
processing relative to chimpanzees (Passingham & Smaers, 2014). This
increased processing power has also been linked to a range of particular
cognitive/behavioral skills, including language ability, integration of
conceptual information, tool use, decision-making and planning, socio-
emotional abilities (e.g., self-awareness, moral reasoning, empathy,
theory of mind), learning abstract rules and higher-order relations (i.e.,
relations between relations), spatial and numerical abilities, and the
flexible ability to adapt to new environments (reviewed in (Mars,
Passingham, Neubert, Verhagen, & Sallet, 2017)).

The human prefrontal cortex is of particular interest in the present
context because it appears to have undergone evolutionary modifica-
tions that may be linked to aspects of social cognition (Amodio & Frith,
2006). Compared to all other primates, the human prefrontal cortex is
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larger and contains disproportionately more gray and white matter
(Donahue et al., 2018). Within the prefrontal cortex, the frontal pole
(BA 10) is disproportionately large and shows a distinctively specialized
cytoarchitecture (low neuron density and increased space between
neurons)—a minicolumn reorganization that reflects increased con-
nectivity, corticocortical integration, and processing power
(Semendeferi et al., 2011). Compared to chimpanzees, the human
frontopolar cortex contains more neuropil, indicative of enhanced
connectivity (Spocter et al., 2012). These size and structural speciali-
zations are consistent with this region’s established contribution to
specific aspects of social cognition: the monitoring of one’s own emo-
tional state, empathy, and reflecting on the mental states of self and
others (Amodio & Frith, 2006). Of additional relevance are the findings
that human ventromedial prefrontal cortex volume predicts under-
standing of others and social network size (Lewis, Rezaie, Brown,
Roberts, & Dunbar, 2011), and in monkeys (macaques), social network
size corresponds to increases in gray matter within, and functional
coupling between, prefrontal and temporal association cortex (Sallet
et al., 2011). Thus, these studies further confirm the importance of the
prefrontal cortex (and its connections to other areas) in social cognition
of humans and other primates.

Clearly, a number of cortical and subcortical areas subserve aspects
of primate social cognition, which collectively may comprise a ‘circuit
for social cognition’ (reviewed by (Wittmann et al., 2018)). As we have
mentioned, however, much of this circuitry is not dedicated exclusively
to social functions. Nevertheless, our review up to this point suggests
that in humans social information processing is comprised of a mix of
domain-general and domain-specific mechanisms. This is consistent
with studies on the neuroethology of primate social behavior, which
indicate that social information processing at the intermediate com-
putational stage (e.g., as in association cortex) consists of a mix of
domain-general and domain-specific mechanisms, while domain-spe-
cific mechanisms are more likely to operate at the input side of social
information processing (Chang et al., 2013).

For primates generally, one of the best candidates for domain-spe-
cific mechanisms concerns the visual perception of social stimuli.
Primates show an attentional bias toward faces and bodies of con-
specifics. They actively seek out information from these stimuli as a
kind of social information “foraging” (see (Chang et al., 2013)). Days
old human infants are selectively attracted to human faces or visual
stimuli with similar geometrical properties, a skill that, while it exists in
the absence of early visual experience, depends on it for its develop-
mental refinement (Hoffman & Gauthier, 2007). Cells in the superior
temporal sulcus (STS) respond selectively to faces, and they appear to
be particularly involved in the discrimination of individual faces
(Wittmann et al., 2018). For humans and many other primates the eyes
are a special focus of attention (Kingstone, Laidlaw, Nasiopoulos, &
Risko, 2017), and eye gaze potentially communicates social and non-
social information of current interest. Parts of the STS are specialized
for processing gaze direction (Wittmann et al., 2018). This circuitry
may be more modular (Hoffman & Gauthier, 2007) and specialized in
humans as compared to apes, as only humans attend more to eye gaze
than face orientation (Hare, 2017). An increased specialization for gaze
processing in humans is consistent with – among primates – the un-
iquely white sclera of the human eye that makes the tracking of human
eye movement highly accurate and thus facilitates social communica-
tion (Kingstone et al., 2017). Weeks-old human infants prefer to look at
eyes with a white sclera and extract emotional cues from them (re-
viewed in (Hare, 2017)). The human sclera, along with a distinctly
elongated eye shape that exposes more sclera, together amplify gaze
direction and likely evolved to facilitate unique kinds of human social
cooperation (see below and (Hare, 2017; Mayhew & Gómez, 2015)).
The basolateral amygdala appears to play an especially important role
in initiating the fast and subliminal processing of, and biased automatic
attention toward, the human white sclera (Whalen et al., 2004) and
facial expressions of emotion generally (reviewed in (Leppänen &

Nelson, 2009)). Lastly, the idea that this is an evolutionary specializa-
tion for social cooperation is supported by comparative data from ca-
nids with varying eye and facial coloration patterns that link coloration
patterns that facilitate gaze-following and gaze duration behavior to
socially cooperative species (Ueda, Kumagai, Otaki, Yamaguchi, &
Kohshima, 2014).

2.2. The evolution of hypersociality and EA

We now want to consider more explicitly the socio-environmental
selective pressures that, in the course of human evolution, could have
resulted in the set of neuro-behavioral specializations we have de-
scribed. We will focus on three related foundational elements of the
uniquely human hypersocial niche: within-group hyper-cooperation,
proactive prosociality, and social tolerance (Burkart et al., 2014).
Comparative studies of primate cooperation and cognitive skills clearly
show that humans outperform apes on tasks of social cognition (e.g.,
reading others’ intentions) but not in reasoning about the physical
world (e.g., space, quantities) (Herrmann, Call, Hernández-Lloreda,
Hare, & Tomasello, 2007; Povinelli, 2000; Tomasello & Call, 1997;
Tomasello & Herrmann, 2010). A major reason even 2-year-old children
do better than apes on social cognition tasks is that they are motivated
to cooperate, to communicate about and understand joint goals and
jointly solve tasks, a suite of traits called “shared intentionality”
(Tomasello & Carpenter, 2007). In effect, shared intentionality amounts
to a “drive to exchange thoughts with others” (Suddendorf et al., 2018)
and as such brings into play theory of mind capacities (Heyes & Frith,
2014). The shared intentionality that earmarks human hyper-coopera-
tion is made possible by a high degree of social tolerance—especially
through the reduction of aggressive and competitive motivations—and
a heightened disposition toward proactive prosociality; that is, the
readiness to provide spontaneous, unsolicited help to others. There is
much empirical evidence comparing the cooperative and prosocial be-
haviors among nonhuman primates that warrants this description of
humans as a distinctly hypersocial primate species (see overview in
(Apicella & Silk, 2019)). Distinctive human hyper-cooperation, there-
fore, relies on a suite of cognitive-emotional capacities, particularly
mind-reading (or theory of mind), including empathic understanding,
imitation, symbolic communication, and for mentalizing generally—to
imagine scenarios of present and future actions and multiple possible
outcomes (Suddendorf, 2018). Studies comparing the imitative capa-
cities of apes (including ones raised in proximity to humans) and young
children (Subiaul, 2016) clearly show that imitation in humans, but not
apes, involves faithfully copying “item-specific and motor-spatial spe-
cific rules”. This type of ‘high-fidelity’ copying, or ‘overimitation’,
shown by young children in different cultures, is crucial to the trans-
mission of cultural skills and conventions, the pooling of knowledge,
and ultimately the speed of human cultural evolution (Nielsen,
2012).The package of distinctively human socio-cognitive traits is thus
the basis for the ratcheting effect in human cultural evolution, wherein
human cultures evolve quickly and adaptively to changing circum-
stances through the successive pooling and building of knowledge; in
effect, the building of a “collective brain” that exceeds the intelligence
of any individual (Henrich, 2017; Laland & Rendell, 2017). This
package of uniquely human mental and behavioral skills required for
hyper-cooperation apparently also continued to drive human brain size
expansion. Among the factors responsible for achieving a modern-sized
brain, most important after ecological challenges was the challenge of
cooperation within groups (and to some extent competition between
groups; see (González-Forero & Gardner, 2018)). Within-group social
competition has also been put forward as a possible driving force for
brain expansion (Flinn, Geary, & Ward, 2005; Gavrilets & Vose, 2006),
as selective pressures may have plausibly favored more and more in-
telligent strategies for achieving social success, including “Machia-
vellian” strategies – such as deception, manipulation, exploitation, and
alliance formation – that would draw heavily on theory of mind and
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other social cognitive functions, including EA.
Proposals about the evolutionary pressures that triggered the con-

struction of a hypersocial niche by ancestral hominins have considered
factors such as a shift to cooperative foraging (i.e., shorthand for co-
operative hunting-gathering) strategy (Tomasello, Melis, Tennie,
Wyman, & Herrmann, 2012) or a move to cooperative breeding (i.e.,
allomaternal care – shared parenting by adult females; (Burkart et al.,
2014)). The cooperative foraging strategy proposal suggests that eco-
logical changes reduced food sources that could be obtained through
individual foraging, thus favoring collaborative foraging with the spoils
being shared by all group members, much as is the case in extant
human foraging groups. In this scenario, the survival and reproductive
interests of each group member became linked to those of others in the
group, thus fostering proactive prosociality among all group members.
In the cooperative breeding scenario, early hominins communally
raised young, with both related and unrelated group members of both
sexes cooperating in aiding, provisioning, and protection of offspring.
The evolution of cooperative breeding as a cause of hypersociality is
supported by comparative primate data showing that the extent of al-
lomaternal care is the best predictor of variation in proactive prosoci-
ality (Burkart et al., 2014). Further, comparative analyses suggest that
the adoption of cooperative breeding in our hominin ancestors made
possible brain expansion and the evolution of the cognitive skills un-
derlying hypersociality (Burkart, Hrdy, & Van Schaik, 2009), and best
accounts for the distinctive suite of human life history traits (increased
fertility, shortened interbirth intervals, altricial neonates, early
weaning, and longevity) through the energetic savings garnered by an
extensive postnatal allomaternal care system (Isler & van Schaik, 2012).

These are not mutually exclusive evolutionary scenarios in that both
could have contributed at different times to the formation of hyper-
cooperative groups, with cooperative breeding as the initial stimulus
followed by the hyper-cooperative mode pervading all human activity,
including foraging (Burkart et al., 2014). In both scenarios, the end
result was the evolution of an unusually tightly-knit human group
founded in strong and durable emotional bonds between kin and non-
kin whose fitness was interdependent (Apicella & Silk, 2019; Brown &
Cialdini, 2015). Proactive prosociality plausibly evolved in these groups
because of the advantages of acting as a cooperative unit and because
fitness interdependence reduces the threat of prosociality being
exploited by free-riders (Brown & Cialdini, 2015). Further, the free-
rider problem can be much reduced by evolving brains that can keep
track of multiple relationships and interactions, which is the likely
reason for the relationship between group size and brain size among
primates (Dunbar, 1998). Lastly, we note that our long history of living
in such groups of cooperative, interdependent members entails that
social isolation and ostracism can be tantamount to a death sentence.
This helps explain the prevalence of social anxiety—the fear of being
judged or socially excluded—which involves the anterior insula and
related components of the salience network (Miskovic & Schmidt,
2012).

A critical factor in both proposals for the evolution of human hy-
persocial groups is between-group competition (Bowles, 2006). As our
hominin ancestors became more proficient and successful culturally,
shared cultural practices and conformity to those practices created
easily recognizable cultural boundaries (e.g., language, dress) that
differentiated human groups who eventually competed with one an-
other over resources. Indeed, the human past is rife with evidence of
inter-group competition, hostility, and warfare (Kissel & Kim, 2019),
including communal warfare among hunter-gatherers traditionally
thought to be uniformly peaceful (Gat, 2015), which forged a ‘group-
minded’ psychology (Tomasello, 2014). An important component of
this psychology is the in-group vs. out-group distinction that humans
make flexibly depending on who the collaborating entities are (e.g.,
foraging bands, tribes, or nations). Regardless, proactive prosocial be-
havior—pure altruism—is only extended to fellow cooperators. This
may help explain the prevalence of xenophobia in human society. In

short, a “caregiving system” had evolved to be deployed only among
socially-bonded individuals (Brown & Cialdini, 2015). The crucial role
of the neuropeptide oxytocin in this caregiving system is well estab-
lished (Brown & Cialdini, 2015). Notably, oxytocin promotes prosoci-
ality within-groups, while promoting defensive aggression toward
competing out-groups (De Dreu et al., 2010).

Although this account of the evolution of hypersociality is ne-
cessarily somewhat speculative, it is consistent with several additional
observations. First, the unique form of human cooperation we have
described has been documented in several extant hunter-gatherer
(forager) societies. The range and extent of human cooperation in these
societies is distinct from that observed in other primates in that the
cooperative network includes, in addition to relatives, large numbers of
unrelated individuals who can be mobilized to coordinate labor or to
wage war (Apicella & Silk, 2019). In other words, the size and mem-
bership of the cooperating group units can be scaled according to the
cooperative task at hand, and cooperation, even without reciprocation,
is supported through shared social norms acquired in childhood. Be-
cause hunter-gatherer bands are mobile, they are frequently co-resident
with large numbers of unrelated individuals that form a part of an ef-
ficient social network for cooperation and cultural exchange (Migliano
et al., 2016). While present day hunter-gatherers have varying degrees
of regular contact with non-hunter-gatherer peoples, they nevertheless
represent the best models of human social life before agriculture and
hence inform about aspects of social organization that were and con-
tinue to be crucial to this way of life (Migliano et al., 2016).

Second, comparison of extant carnivores that hunt cooperatively
(e.g, spotted hyena) shows that a suite of traits, including intergroup
conflict, large brain size, high reproductive investment, and reduced
sexual dimorphism, are key correlates of carnivore cooperation (Smith,
Swanson, Reed, & Holekamp, 2012). This provides indirect support for
the association of these traits with cooperative hunting (in addition to
cooperative breeding) in hominins.

Lastly in support is the observation that prosociality (esp. increased
tolerance, reduced aggression, and increased affiliative tendencies) is a
common and desired outcome of animal domestication. In other words,
the evolutionary changes in human prosociality and social tolerance are
strikingly similar to those observed in domesticated animals, suggesting
that, in becoming hypersocial, humans have undergone a process of
self-domestication (reviewed in (Hare, 2017), but see (Sánchez‐Villagra
& van Schaik, 2019), for a critique). This proposal is also supported by
genetic comparisons between domesticated dogs, wolves, and humans
with Williams-Beuren syndrome (WBS), a congenital disorder char-
acterized by hypersociality, which show that the same genetic locus
associated with WBS also underlies hypersociality in domesticated dogs
(vonHoldt et al., 2017). Of special note, too, is the finding from the
well-known silver fox domestication experiments of increased serotonin
concentrations in several neural structures that likely account for their
friendlier disposition (Trut, Oskina, & Kharlamova, 2009). Compared to
apes, humans also have increased serotonergic innervation in the ba-
solateral nuclei of the amygdala, which are closely connected to orbi-
tofrontal and temporal association areas (Lew et al., 2019). Given the
amygdala’s role in emotional arousal and serotonin’s role in its sup-
pression, this increased innervation may contribute to the higher level
of social tolerance required for hyper-cooperation.

We can conclude from our review of both the comparative neu-
roscience and evolutionary evidence that the evolution of EA likely
involved both 1) co-opted domain-general neurobiological mechanisms
(e.g., expanded association cortices linked to mentalizing and general
reflective capacities, which, as discussed further below, may have al-
lowed for more abstract emotion concept learning, expanded working
memory capacity, and longer timescale internal simulation and plan-
ning abilities), along with 2) specialized, domain-specific mechanisms
(e.g., face recognition and eye gaze detection). In a hypersocial niche,
the need for effective social cooperation and social competition abilities
plausibly favored those who could efficiently recognize and reflect on
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the thoughts and feelings of self and others when planning how to act –
in other words, it would have favored the capacity for EA. In the next
sections, we will provide an account, from a cognitive and computa-
tional neuroscience perspective, of how our evolved neural machinery
serves the expanded levels of cognitive and emotional processing that
facilitated navigating a hypersocial niche.

2.3. Cognitive neuroscience

A large body of recent work in cognitive neuroscience has estab-
lished the existence of multiple large-scale networks within human
association cortices, which display consistent gradients that may cor-
respond to hierarchical relationships (Margulies et al., 2016; Yeo et al.,
2011; Zhou et al., 2018). Each network’s frontal, parietal, and temporal
hubs wire preferentially to one another, leading to highly correlated
activity at rest (i.e., comparable to localized unimodal sensory and
motor cortices) – although they may also contain separable inter-digi-
tated sub-networks (Braga & Buckner, 2017; Hermundstad et al., 2013).
They also correspond to observed activation patterns across many task-
based neuroimaging analyses (Smith et al., 2009).

Importantly, these networks appear to both cooperate and compete
with one another in the service of highly multi-modal, domain-general
information processing functions. Based on a growing body of work
(Barrett & Satpute, 2013; Doucet et al., 2011; Power et al., 2011; Yeo
et al., 2011), the “dorsal attention network” (DAN), the “salience net-
work” (SN; also termed the “ventral attention network”), the “executive
control network” (ECN; also termed the “frontoparietal network”), the
“default mode network” (DMN; sometimes also referred to as the
“mentalizing network”), and the “limbic network” (LN) each serve se-
parable functions. The DMN and ECN sit high in the processing hier-
archy, subserving domain-general conceptualization/simulation and
goal-directed control functions (such as working memory manipula-
tion), respectively. The LN is involved (in part) in representing and
regulating valenced visceromotor responses, while the SN is thought to
use visceral information to direct cognitive resources toward selective
processing of information relevant to maintaining homeostatic and al-
lostatic control. Finally, the DAN is a lower-level network primarily
involved in directing visual attention. There also appear to be (at least
partial) homologues of these networks in macaques (Buckner, Andrews-
Hanna, & Schacter, 2008; Binder, Desai, Graves, & Conant, 2009;
Corbetta & Shulman, 2002; Felleman & Van Essen, 1991; Margulies
et al., 2009; Patel et al., 2015; Vincent et al., 2007; Vincent, Kahn,
Snyder, Raichle, & Buckner, 2008).

Finally, a range of recent theoretical/integrative work has high-
lighted how interactions between these networks can allow for complex
cognitive-emotional processes necessary for EA and social cognition
more broadly (Barrett, 2017; Smith, Killgore, & Lane, 2018). Specifi-
cally, the DMN (including medial prefrontal regions discussed above)
may learn to represent abstract, multimodal relationships, including
those associated with identifying abstract concepts (such as those as-
sociated with mental states like emotions, goals, beliefs and values),
and may therefore allow for conceptualizing both one’s own cognitive
and emotional states as well those observed in others; this network is
also linked to temporally extended internal simulation and semantic
processing more broadly (Binder et al., 2009; Kleckner et al., 2017).
The SN and LN (including insula, amygdala, and anterior cingulate
regions discussed above) may both play roles in representing valenced
bodily percepts during emotions, and the ECN (including lateral pre-
frontal regions discussed above) may facilitate goal-directed attention
to emotion (and other mental state) concepts, as well as holding and
manipulating those concepts in working memory (Smith, Lane et al.,
2017; Smith, Lane, Alkozei et al., 2018). Interactions between these
networks therefore plausibly underlie the processes on which EA de-
pends – that is, the ability to learn, represent, and internally simulate
information about valenced body states and emotion concepts, and to
maintain and manipulate this information in working memory.

2.4. Computational neuroscience

The field of computational neuroscience offers the promise of
linking neurobiological levels of description with psychological levels
of description – by specifying how neuronal connectivity and dynamics
can implement algorithms that accomplish perception, learning, and
decision-making. This perspective may therefore be ideal in char-
acterizing potential links between brain evolution and increases in the
capacity for EA. As such, we consider the insights this perspective may
offer in detail below.

In recent years a growing body of work in this field – both empirical
(e.g., (Diaconescu et al., 2017; Iglesias et al., 2013; Schwartenbeck,
FitzGerald, Mathys, Dolan, & Friston, 2015)) and theoretical (e.g.,
(Badcock, Davey, Whittle, Allen, & Friston, 2017; Bastos et al., 2012;
Clark, 2015; Friston, 2005, 2010; Friston, FitzGerald, Rigoli,
Schwartenbeck, & Pezzulo, 2017; Stephan et al., 2016)) – has begun to
converge on the idea that the brain is an organ that evolved to ap-
proximate hierarchical Bayesian inference, and to use this inference
process to optimally control the body. In exteroceptive perception, this
amounts to inferring the most probable causes of sensory input, based
on an internal generative model (i.e., a model that generates predic-
tions about future sensory inputs based on current beliefs). A generative
model 1) specifies the a priori probability of different possible causes of
sensory input (“priors”), 2) provides a probabilistic mapping from those
causes to the predicted sensory inputs they would generate (a so-called
“likelihood” function), and 3) provides estimates of the reliability
(“precision”) of different sensory inputs and priors in different contexts,
which arbitrates the degree to which inputs are weighted relative to
prior expectations during inference. Perception then amounts to in-
verting this type of generative model – that is, inferring the most
probable causes given both prior expectations and sensory input
(leading to a “posterior” probability estimate).

Within biologically plausible “hierarchical predictive coding”
schemes that describe how the brain may implement this type of gen-
erative model in perception and conceptualization (e.g., perceiving
bodily states and mapping them to emotion concepts; (Bastos et al.,
2012; Parr & Friston, 2018; Smith, Lane et al., 2019; Smith, Parr et al.,
2019)), it is proposed that each level of cortical processing contains
columns with populations of (superficial pyramidal) neurons that
convey prediction-error signals laterally and upward to higher cortical
levels, as well as populations of (deep pyramidal) neurons that convey
prediction signals (prior expectations) laterally and downward to lower
cortical levels. Essentially, by converging on a multi-level set of per-
ceptual estimates that minimize precision-weighted prediction-error
signals across levels, this process can approximate Bayes optimal in-
ference about the causes of sensory input. Learning from sensory input
in these models corresponds to changes in synaptic strength values
representing model parameters (e.g., prior expectations, precision es-
timates, and the form of the likelihood function) based on biologically
plausible Hebbian update rules that respond to the consistent statistical
patterns in sensory input over time.

In interoception and proprioception, the scheme described above
has been extended to what have been termed “active inference”models,
where specific types of prediction signals in these domains can also act
as visceromotor and skeletomotor commands (respectively) when these
prediction signals are assigned high precision-estimates (Adams, Shipp,
& Friston, 2013; Barrett & Simmons, 2015; Pezzulo, Rigoli, & Friston,
2015; Seth & Friston, 2016; Smith, Thayer et al., 2017; Stephan et al.,
2016). In these models, after being progressively unpacked through
lower and lower cortical and subcortical levels, such (initially highly
abstract) predictions dynamically alter the set points of homeostatic
and skeletomotor reflex arcs over time, leading predicted trajectories to
be fulfilled by bodily and behavioral responses under closed-loop con-
trol. To implement decision-making within this form of behavioral
control, the underlying mathematical framework (Friston et al., 2016,
Friston, FitzGerald et al., 2017) also describes a process in which the
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organism attempts to infer the sequence of actions (termed a “policy”)
with the highest value. Here, value is scored by a mathematical quan-
tity called “expected free energy.” Briefly, policies with the lowest ex-
pected free energy (highest value) are those predicted to 1) minimize
the deviation between expected and preferred outcomes (e.g., max-
imizing current positive emotion), while 2) also maximizing informa-
tion gain (e.g., information that would increase confidence in which
future actions will lead to preferred outcomes later). Notably, this de-
cision-making component of active inference is most often modeled in
terms of discrete (categorical) states, whereas predictive coding and
lower-level motor control operate over continuous states. Thus, these
will interact during conceptualization processes, in which continuous
sensorimotor quantities (e.g., brightness, loudness, size, heart rate,
muscle tension, etc.) must be mapped onto categorical concepts (e.g.,
food, threat, car, sadness, anger, etc.) (Friston, Parr, & de Vries, 2017).

Two aspects of this perspective are especially relevant to the present
thesis. First, one straightforward manner in which evolutionary pres-
sures can sculpt neurally instantiated generative models is by increasing
hierarchical depth (see Fig. 1 below), based on the spatiotemporal
structure and relevant information domain of the signals an organism
must learn in order to thrive within its ecological niche (Bruineberg,
Rietveld, Parr, van Maanen, & Friston, 2018; Constant, Ramstead,

Veissiere, Campbell, & Friston, 2018; Linson, Clark, Ramamoorthy, &
Friston, 2018; Tschantz, Seth, & Buckley, 2020). Within the increas-
ingly complex social niches that characterize primate, hominid, and
human evolution described above, fitness is very plausibly enhanced by
the ability to learn and make use of more and more complex, long
timescale, multimodal, and context-dependent environmental regula-
rities (e.g., inferring the intended meaning of a spoken paragraph,
learning the order, significance, and implicit norms of social rituals,
learning social roles and how they are moderated by context, learning
the typical causes, sensations, and behavioral responses over time
during emotions, etc.). Importantly, this is precisely what increases in
hierarchical depth can provide (i.e., corresponding to an increased
number of levels of cortical processing). As downward prediction sig-
nals appear to be conveyed by glutamatergic NMDA receptors, and
these receptors have slow time constants (i.e., whereas the AMPA re-
ceptors that appear to mediate upward prediction-error signals have
fast time constants; (Friston, 2005; Salin & Bullier, 1995)), this allows
predictions at one level to involve extended, dynamic patterns of
change at the level below. Higher and higher cortical levels can
therefore learn about predictable patterns at longer and longer time-
scales ((e.g., inferring the meaning of a word, a phrase, a sentence, a
paragraph, etc.; (Friston et al., 2018; Hasson, Yang, Vallines, Heeger, &

Fig. 1. In the framework we propose in this
paper, cortical expansion during human evo-
lution corresponded in part to increases in the
number of available hierarchical levels of pro-
cessing within association cortices (i.e., higher
levels from right to left in the bottom portion of
the figure). This allowed for abstract concept
learning and greater working memory capacity
– which in turn allowed for (but was not spe-
cific to) the ability to learn about and reflect on
the emotions of self and others (i.e., emotional
awareness). The top portion of the figure de-
picts the relative size of association cortices
(gray) in humans vs. other mammals in con-
trast to that of unimodal sensory processing
areas (red, yellow, and blue correspond to so-
matosensory, auditory, and visual cortices, re-
spectively; based on (Buckner & Krienen,
2013)). The bottom portion of the figure
heuristically illustrates the neural process
theory proposed within the computational
(active inference) framework discussed in the
text, as applied to hierarchical processing of
emotion-related information (based specifi-
cally on the simulations reported in (Smith,
Lane et al., 2019; Smith, Parr et al., 2019)).
Here, each additional hierarchical level in-
tegrates information from multiple modalities
at the level below to learn and infer regularities
over longer and longer timescales. In this case
the lowest level would separately process in-
teroceptive/proprioceptive/exteroceptive in-

formation relating to affective factors such as valence, arousal, motivation, and the response-eliciting context. The second level would learn regularities across those
lower-level representations corresponding to emotion concepts (e.g., fear most often generates negative valence, high arousal, avoidance motivation, and a threa-
tening context), whereas the third level can maintain emotion concepts over longer timescales (i.e., working memory) and use them to launch internal simulations
and inform goal-directed decision-making. In the proposed implementation, neuronal populations are arranged to reproduce known intrinsic (within cortical area)
and extrinsic (between cortical area) connections. Red connections are excitatory, blue connections are inhibitory, and green connections are modulatory (i.e.,
involving a multiplication or weighting). Cyan units correspond to state representations and (predicted future) sensory input under each policy, while red units
indicate their weighted averages. Pink units correspond to different types of prediction errors that are used to update beliefs and evaluate the value (expected free
energy) of each policy within subcortical circuitry (e.g., basal ganglia, with midbrain dopaminergic neurons encoding policy precision estimates). This (neural)
network formulation entails that synaptic connection strengths encode beliefs about both the way that states are related to sensory input, and the predictability of
future states given present states (i.e., transition precision). Only exemplar connections are shown to avoid visual clutter. Furthermore, at each hierarchical level we
have only shown neuronal populations encoding hidden states under two policies over three time points (i.e., two transitions), whereas individuals with greater
policy depth would engage additional units encoding predictions about more distal future time points. The implementation of the major parameters discussed within
the text are underlined in the figure. For more information regarding the mathematics and processes illustrated in this figure, see (Friston, Lin et al., 2017; Friston,
Parr et al., 2017; Da Costa et al., 2020) (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article).
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Rubin, 2008; Hasson, Chen, & Honey, 2015; Kiebel et al., 2008; Murray
et al., 2014)). In addition to temporal depth, higher levels also in-
corporate a wider and wider (convergent) array of inputs, leading to
both greater spatial integration and the incorporation of multiple sen-
sory channels (e.g., see Smith, Thayer, Khalsa, & Lane, 2017). At these
higher levels within association cortices, one can therefore learn about
temporally extended covariance relationships across sensory mod-
alities. This would allow one to learn, for example, that exteroceptive
inferences about the presence of a beach typically predict propriocep-
tive inferences that one is lying down and interoceptive inferences as-
sociated with pleasant low arousal (i.e., if you see a beach you would
learn to lie down and expect to feel relaxed). One could think about the
above-mentioned abstract predictive structure as encoding part of the
content of the concept “beach.” One might similarly learn that the
emotion concept of happiness (or perhaps contentment) also involves
covariance between pleasantness, low arousal, and lying down on a
beach. Recent simulation work has also shown that the next level up in
a hierarchy within association cortex can in turn act as a type of
working memory, allowing information about multiple concepts, such
as happiness and excitement, to be combined and held active over
longer time scales and inform higher-level decision processes (i.e.,
policy selection; see (Parr & Friston, 2017 ; Smith, Lane, Parr, & Friston,
2019).

Importantly, association cortices that implement the domain-gen-
eral large-scale neural networks described in the previous section (e.g.,
DMN and ECN) make up the highest levels of this type of predictive
hierarchy. At these levels, the hierarchy is thought to become more
“loose,” “heterarchical,” or “non-canonical” (i.e., relative to the stricter
hierarchical structure observed in sensory cortices) such that long-dis-
tance connections between nodes and networks allow more “co-
operative” and “competitive” interactions with no single node always
playing the role of a “higher level” than another (2000, Mesulam, 1998;
Smith, 2017). Disproportionate expansion of these association cortices
during development might therefore be better understood as expanding
the local hierarchical (i.e., columnar) processing structure within each
network node, allowing it to track and distribute its respective in-
ferences about regularities over larger spatiotemporal scales to the rest
of the brain (van den Heuvel & Sporns, 2011). This would then allow
between-node/-network interactions to operate on such information for
different domain-general purposes based on context, goals, etc. It is also
worth briefly noting that generative models of different species also
must come equipped with “structural priors” (i.e., the initial form of the
generative model prior to learning, reflecting, for example, which levels
of processing begin to incorporate which types of convergent input) –
providing the possibility of inheriting both domain-general and do-
main-specific capacities (e.g., expected salience of facial signals, pre-
pared learning; (Barrett & Broesch, 2012; Dunlap & Stephens, 2014;
Peltola, Yrttiaho, & Leppänen, 2018; Theeuwes & Van der Stigchel,
2006)).

The second aspect of the computational perspective that is espe-
cially relevant to the present thesis has to do with the need for the
calibration (both phylogenetic and ontogenetic) of several high-level
prior expectations about the general structure of the environment. In
the context of this paper, the most relevant class of such prior ex-
pectations that must be learned early in development has been variably
referred to as beliefs about “transition precision” or “volatility”
(Lawson, Mathys, & Rees, 2017; Mirza, Adams, Parr, & Friston, 2019;
Parr & Friston, 2017b). In brief, these parameters reflect how pre-
dictable the regularities within the environment are over a given tem-
poral scale. With respect to long temporal scales, high transition pre-
cision (low volatility) entails that environmental regularities are highly
predictable such that, based on what one knows about the present, one
can be highly confident in the way the distant future will go if choosing
one action vs. another. This entails that reflecting on beliefs about
distant future outcomes is a rational application of cognitive/metabolic
resources, due to its ability to reliably inform how one should act to

achieve one’s needs, goals, and desires. Low transition precision (high
volatility), in contrast, entails that such reflection is much less worth
the cost because it will not be sufficiently informative. Crucially,
learned estimates about transition precision can also be context-spe-
cific, such that reflection is “not worth it” in some situations (e.g., high
stress situations involving immediate danger) but is “worth it” in others
(e.g., when contemplating career choice, or when evaluating a potential
alliance partner).

Another relevant high-level prior in active inference models is
“prior policy precision” – a general expectation about the reliability of
achieving desired outcomes when making decisions based on current
beliefs. This acts as a kind of generic “confidence” parameter, such that
one will be more goal-directed and deterministic in one’s choices when
considering long timescales if it is high (i.e., one will expect their ac-
tions to have the eventual intended/preferred consequences); in con-
trast, if it is low, one will act more randomly or out of previously ac-
quired habits that are less context-sensitive (FitzGerald, Dolan, &
Friston, 2014; Friston et al., 2016; Pezzulo et al., 2015; Smith, Khalsa, &
Paulus, 2019). However, the effects of this parameter are also depen-
dent on the related parameter of “policy depth,” which reflects the
number of “steps” into the future one considers when making choices.
Lower policy depth therefore entails more impulsive, less forward-
looking decision-making irrespective of beliefs about future predict-
ability or policy precision (Mirza et al., 2019).

More generally, it follows from these models that if different values
for these parameters are learned/inherited and assigned to high hier-
archical levels of processing in an individual’ s brain, this will promote
significant differences in that individual’ s predisposition to learn from
and use long-timescale regularities and to subsequently engage in more
or less forward-looking deliberation within cognition and action se-
lection (Pezzulo, 2012; Pezzulo et al., 2015; Smith, Thayer et al., 2017).
This will include learning about emotional regularities (e.g., the typical
causes of different emotions and resulting sensations and behaviors),
and holding emotional information in working memory when con-
sidering the long-term consequences of different actions. In the fol-
lowing sections we will now synthesize and build on the work reviewed
above on comparative, cognitive, and computational neuroscience to
introduce the specific explanatory framework we propose to account for
between-species and within-species differences in EA, and the espe-
cially important role of a related construct in evolutionary psychology:
life history strategy (LHS).

3. Between-species differences in EA

The level of EA displayed by non-human animals appears limited to
experiential qualities such as valence, arousal, and motivated action; in
contrast, the higher level of EA in humans further allows for re-
cognizing affective responses using culturally varying conceptual ca-
tegories such as fear, anger, jealousy, sadness, and excitement, which
contain highly multimodal content involving temporally extended tra-
jectories of cognition and behavior (Barrett, 2017). Even higher levels
of EA can allow for simultaneous recognition of multiple emotions, as
well as for the affective theory of mind (ToM) abilities thought to allow
differentiation of the emotions of self and others. Learning to represent
affective responses in these differentiated, fine-grained conceptual
terms, as opposed to the apparently coarser-grained, perceptual level
(e.g., pleasant/unpleasant, approach/avoid) discrimination abilities of
other animals (Steklis & Lane, 2012), can also alter and refine the more
basic experiential aspects of affective responses. For example, in some
cases the identification of an affective response as belonging to a spe-
cific emotion concept category may reduce the experienced level of
arousal associated with that response; or conceptualizing a high arousal
affective response as excitement vs. fear may alter the experienced
valence of that response (L. Barrett, 2017; Kircanski, Lieberman, &
Craske, 2012).

The knowledge built into acquired emotion concepts, which can
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also be thought of as including schemas/scripts within semantic
memory (Shaver, Schwartz, Kirson, & O’Connor, 1987; Widen &
Russell, 2008), can further provide expectations regarding the course
an affective response will take over relatively long time scales – in-
cluding prototypical eliciting contexts, cognitive/physiological re-
sponses, and behavioral tendencies. For example, humans might learn
to expect that an episode of fear will often be 1) preceded by thoughts
or percepts involving impending danger, 2) accompanied by worry,
automatic attention to potential threats, and increases in heart rate, and
3) followed by defensive behaviors such as freezing or running away.
Such knowledge can provide complex and context-specific expecta-
tions, which can then be used to interpret the behavior of others, pre-
dict the affective responses of others, predict one’s own future affective
responses, and engage in complex goal-directed planning processes that
take this information into account – abilities that can be especially
adaptive within complex social situations.

3.1. Cortical expansion and reflective capacity

The content of emotion concepts therefore appears to inherently
reflect particular types of long timescale, multimodal, context-depen-
dent regularities – many of which function specifically within social
contexts. For example, to thoroughly acquire the concept of sadness,
one must (probabilistically) link particular eliciting contexts (e.g., a
funeral, loss of a desired job, social rejection, etc.), particular cognitive/
physiological responses (e.g., rumination, low energy and motivation,
pessimism, crying), and behavioral tendencies (e.g., social isolation,
slowed movement). Given the nature of their content, therefore, the
presence of deep generative models with many hierarchical levels ap-
pears to be a necessary condition for their acquisition. The ability to
reflect on emotion concepts (e.g., holding and manipulating informa-
tion about the emotions of self and others in working memory) and use
this information in goal-directed internal simulation and decision-
making, would similarly depend on the ability to assign high transition
precision estimates to the hierarchical levels that represent them (e.g.,
for use in simulating the expected distal outcomes of different possible
policies).

Using deep active inference models, we have recently reported
computational simulations formally demonstrating the hierarchical
basis of emotion concept learning (see Fig. 1; (Smith, Parr et al., 2019)),
as well as both 1) the necessary interaction between emotion concept
representations and higher-level (longer-timescale) working memory
processes to emulate high EA and 2) the interfering effects of low
transition precision (Smith, Lane et al., 2019). According to these
models, one can think of particular network regions within expanded
association cortices in humans as being “experience-expectant”
(Johnson, 2011; McLaughlin, Sheridan, & Nelson, 2017), such that
genetically pre-specified axonal wiring patterns (i.e., inherited struc-
tural priors) uniquely provide these regions with the multimodal inputs
allowing them to learn abstract concepts, such as socio-emotional
concepts, if afforded the right experiences. The resulting greater capa-
city for EA in humans would likely have conferred a strong advantage
within the hypersocial ecological niche of humans, due to its ability to
aid in predicting social behavior (and aiding local cultural transmission;
(Veissière, Constant, Ramstead, Friston, & Kirmayer, 2019)), and would
have required the expanded association cortices necessary for im-
plementing the requisite high levels of internal generative models.
Consistent with this idea, several studies have shown structural and
functional relationships between social and emotional awareness and
the highest-level, most anterior regions of medial and lateral prefrontal
cortex (and other connected DMN/ECN regions; (Frith & Frith, 2006,
2012; Saxe & Houlihan, 2017; Skerry & Saxe, 2015; Smith, Lane,
Alkozei et al., 2018; Smith, Lane et al., 2017; Smith, Lane, Sanova et al.,
2018).

To be clear, we are not asserting that all emotions serve inherently
social functions (e.g., recognizing fear in one’s self could be adaptive for

purely intra-personal reasons). However, we are suggesting that EA is
an example of a number of social-cognitive functions that, because of
the advantages they confer, could have further driven cortical expan-
sion allowing for domain-general abilities to learn and reflect on ab-
stract concepts, and that emotion concept acquisition may have then
conveyed more specific benefits within particular socio-cultural con-
texts. While the highest hierarchical levels of processing within the
human brain may have been selected for due to pressures in a hy-
persocial niche, their domain generality could then also be applied to
other non-social types of abstract and temporally extended cognition.

In support of our claim about EA in particular, a large body of work
now suggests that subcortical circuits do not map to emotion concepts
in a 1-to-1 manner (Barrett, 2017), that different emotion concepts are
learned in different cultures (Russell, 1991), and that self-reported
emotional experiences correspond to the activation of domain-general
cortical systems (Wager et al., 2015). Further, emotion recognition,
emotional experience, emotion-focused attention, and emotion-focused
working memory all appear to activate association cortex regions that
have disproportionately expanded during human evolution. This in-
cludes regions of the DMN, ECN, SN, and LN (Gusnard, Akbudak,
Shulman, & Raichle, 2001; Peelen, Atkinson, & Vuilleumier, 2010;
Smith, Fass, & Lane, 2014; Smith, Lane et al., 2017; Smith, Lane,
Alkozei et al., 2018). Therefore, a range of empirical findings supports
the idea that these domain-general multimodal networks – which
plausibly implement the highest levels within the brain’s generative
model – are those required for EA.

3.2. Links to life history strategy and other concepts in comparative
neuroscience and biology

As briefly mentioned above, given the domain-generality of the
explanation described above, it can also provide broad links to other
psychological abilities discussed in relation to human evolution (re-
viewed in (Mars et al., 2017). Most straightforwardly, the broad ex-
planation for the ability to learn emotion concepts proposed above is
very easily extended to learning other mental state concepts that con-
tribute to human theory of mind abilities. As a second example, the
human ability to learn second-order relations (and related abstract
rules) can also be captured in terms of deeper generative models.
Specifically, if one level learns each of the single relations, a higher
level in the hierarchy would be required to learn the higher-order re-
lations between them. Thus, expanded cortical levels between humans
and other primates can straightforwardly account for this ability dif-
ference as well (at least in broad strokes). As a third example, the ability
to simulate the outcomes of specific actions at extended timescales
would also facilitate expanded tool-use abilities during human evolu-
tion (e.g., the ability to simulate what wouldhappen ifa spear were
thrown at an animal).

Of special present interest is the construct of life history strategy
(LHS) within evolutionary biology (Roff, 2002) and psychology
(Figueredo et al., 2005; Kuzawa & Bragg, 2012). As we will argue, the
pressures driving the particular LHS in humans may help explain why
humans constructed a hypersocial niche, in which EA would have
served an adaptive function. One broad way of characterizing LHS is as
a description of the degree to which, both within and between species,
an organism’s behavior reflects an implicit assumption of environ-
mental predictability or stability over long timescales (i.e., implicit
beliefs in higher vs. lower transition precision in a computational
model) and the corresponding need to plan for only short-term or long-
term outcomes (i.e., low vs. high policy depth in a computational
model). From an organism’s point of view, the most salient environ-
mental information is represented by the unavoidable extrinsic mor-
tality faced by members of a population, and thus it is the principal
determinant of LHS evolution (Charnov, 1993). All LHSs reflect fun-
damental tradeoffs in the lifetime allocation of finite energy resources
to either somatic growth and development or to reproduction. It follows
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that populations or species in environments with, say, high unavoidable
extrinsic mortality, will evolve a LHS that is relatively ‘fast’ – that is,
one with less investment in somatic growth (the benefits of which are
unlikely to be fully capitalized upon in the future), and more invest-
ment in reproduction early and often. A fast LHS is therefore one in
which behavior reflects little assumption of long-term survival, and is
therefore associated with bio-behavioral traits such as relatively earlier
sexual maturation, shorter life span, and a larger number of offspring
with little investment in each of those offspring. Each of these traits
makes sense under the assumption that only proximal outcomes are
predictable (e.g., why invest in only one offspring if it could die at any
moment?). It follows from the work reviewed above that species with a
fast LHS would have relatively little need for tracking long timescale
regularities (i.e., implying fewer hierarchical levels needed for adaptive
computational processing and lower policy depths) – corresponding to
less cortical tissue in association areas and less reflective capacity re-
lative to species with ‘slower’ LHS (Herculano-Houzel, 2016). In con-
trast, a ‘slow’ LHS represents a fit to environments with relatively low
levels of unavoidable extrinsic mortality, in which biology and behavior
reflect strong commitments to long-term investments, such as in so-
matic growth and maintenance. This strategy consists of a relatively
slower maturational rate with later sexual maturity, greater longevity,
and a smaller number of offspring with intense parental investment in
each of those offspring. Again, this makes sense given information that
this entails that distal future outcomes are sufficiently reliable to “bet
on” during action selection (i.e., so long as early death is not reliably
predicted). Based on the perspective we provide above, species with a
slow LHS would have relatively greater need for tracking long-timescale
regularities (i.e., the need for a greater number of hierarchical levels
available for adaptive computational processing and the consideration
of deeper policies) – corresponding to greater amounts of cortical tissue
in association areas and greater reflective capacity. This is consistent
with the finding that, for mammals, the number of cortical neurons is
highly correlated with slow LHS characteristics (e.g., slow maturation,
longevity; (Herculano-Houzel, 2016)). Integrating these considerations
with the cognitive and computational neuroscience results reviewed
above, this therefore suggests that, all else being equal, ‘faster’ vs.
‘slower’ LHS should be associated with the capacity for lower vs. higher
EA; although – as we address further below – development of EA may
further require embedding within a hypersocial niche in which social
interaction facilitates learning about emotions in particular.

Among primates, humans have a slow life history strategy with
unusual characteristics, such as slow maturation and longevity, but also
characterized by a higher reproductive rate due to a shortened inter-
birth interval. These distinctive features are best accounted for princi-
pally by our extraordinary brain size and specifically our number of
cortical neurons (Herculano-Houzel, 2016). The main and original sti-
mulus for human brain evolution was the challenge posed by increased
climatic heterogeneity and its effects on local habitats and food re-
sources. The increased climatic heterogeneity in the African ecosystem
of our early ancestors, consisting of successive pulses of colder and drier
climate, with a peak around 2.5 million years ago, is associated with the
evolution of the genus Homo and earliest brain expansion beyond the
capacities of African apes (Grove, 2017). Brain expansion, along with a
suite of adaptive changes in life history characteristics, cognition and
behavior (see Fig. 2) was key in allowing our hominin ancestors to
successfully respond to these ecological challenges. Specifically, as
shown in Fig. 2, these adaptations included enhanced cognitive capa-
cities for flexible, domain-general problem solving and planning,
changes in dietary breadth (i.e., addition of significant amounts of
animal protein), expansion of tool technology, and adoption of a co-
operative breeding strategy. Cooperative breeding solved the problem
of the increased energetic demands of a larger brain in combination
with a higher reproductive output (i.e., shorter inter-birth intervals), as
described earlier. These adaptive strategies, in turn, selected for further
brain expansion, a greater number of levels in a computational

processing hierarchy (affording longer timescale prediction and greater
policy depth), a slower life history strategy (e.g., delayed development,
longer life span) and enhanced cognitive (including greater EA) and
behavioral capacities that facilitated construction of a hypersocial
niche.

Climatic heterogeneity likely also triggered subsequent migration to
northern latitudes (Bailey & Geary, 2009). The paleontological and
archeological evidence shows that between 1 million and 500,000 years
B.P., Homo erectus and subsequent antecessor hominin species expanded
geographically throughout much of Eurasia—largely as a consequence
of the continued, successful hunting and gathering lifestyle—and had
evolved cranial capacities within modern range, along with the slow life
history features typical of modern humans (Robson & Wood, 2008;
Smith, 2018). The larger brain and increased body size, as evident in
Homo erectus, necessitated a slower LHS, while also enhancing the
socio-cognitive abilities for successfully addressing both ecological and
social challenges. Slow life history traits promote cultural learning and
transmission, trans-generational economic investment (e.g., ‘grand-
mothering’), and long-term social bonds among kin and non-kin. This
slow LHS—also described as a ‘high K’ strategy—is linked to a package
of “prosocial” psychological traits (e.g., low risk-taking, higher execu-
tive functioning and emotional intelligence, see (Figueredo et al.,
2006)) that manifest as high levels of social tolerance, cooperation and
altruism, and adherence to social rules. In short, the evolution of a slow
LHS led humans to construct the uniquely hypersocial niche we de-
scribed earlier that, in turn, proved effective in facing the continuing
socio-ecological challenges as humans expanded outside Africa into a
diversity of climates and habitats. Lastly, human geographic expansion
led to the evolution of plasticity in life history speed (or, degree of K)
(for a test of this see (Figueredo, Hertler, & Peñaherrera-Aguirre,
2020)), allowing populations, or individuals within populations, to
adjust life history speed in accordance with salient local environmental
cues received during development that are reliable indicators of en-
vironmental unpredictability (e.g., if behavioral responses to a problem
are not predictably successful or effective; associated with low prior
policy precision in computational models) and harshness (e.g., resource
scarcity, pathogen prevalence; (Ellis et al., 2009)) (see Fig. 3). Both
environmental unpredictability and harshness, as stressors, con-
currently affect rates of morbidity and mortality which, in turn, de-
termines individual LHS (Brumbach, Figueredo, & Ellis, 2009). Slower
LHS in turn indexes neural adaptations affording the capacity to learn
and represent long-timescale regularities, which, when applied within a
hypersocial ecological niche, in turn affords the capacity for higher EA.

While serving as a further explanatory variable for the creation of a
hypersocial niche in humans (which in turn explains higher EA within
humans in our proposed account), the developmental calibration of LHS
within the human species also provides further explanatory power in
understanding developmental (ontogenetic) contributions to EA. In the
following section we relate within-species differences in LHS to in-
dividual differences in EA. Before doing so, however, it is worth em-
phasizing that, even at a between-species level, this account makes
strong predictions, many of which have not been empirically examined
to our knowledge. For example, this explanation specifically predicts
correlations between degree of complexity in social structure, degree of
tool-use ability, degree of reflective capacity, and relative differences in
cortical expansion within regions subserving multimodal processing.

4. Within-species differences in EA

4.1. Developmental calibration and reflective tendencies

The account described above can also provide insights regarding the
origin of differences in EA within the human species (Lane, Weihs,
Herring, Hishaw, & Smith, 2015; Smith, Killgore, & Lane, 2018). There
are several empirical measures of individual differences in EA, in-
cluding the Levels of Emotional Awareness Scale (LEAS; (Lane et al.,
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1990)), the Toronto Alexithymia Scale (TAS-20; (Bagby, Parker, &
Taylor, 1994)), and others (Kashdan et al., 2015). Consistent with our
account above, individual differences within EA using such measures
have been associated primarily with large-scale association networks.
This includes observed associations between individual differences in
EA and functional connectivity within the DMN (Smith, Alkozei et al.,
2017), cortical thickness within the LN (Smith, Bajaj et al., 2018), and
functional activation within regions of the DMN, SN, and ECN (Frewen
et al., 2008; Lane, Reiman et al., 1998; McRae, Reiman, Fort, Chen, &
Lane, 2008; Smith, Lane, Alkozei et al., 2018; Smith, Lane et al., 2017;
Tavares, Barnard, & Lawrence, 2011). There is also evidence that EA
differences correspond to differences in experience during development
(Smith, Quinlan et al., 2019), and that EA can be improved with
training (Burger et al., 2016; Farnam, Somi, Farhang, Mahdavi, & Ali
Besharat, 2014; Lumley et al., 2017; Neumann, Malec, & Hammond,
2017). Also of note are findings that early life stress (e.g., neglect,

emotional abuse) is associated with increased basal cortisol levels that
may mediate an earlier maturation of amygdala-prefrontal connectivity
(Callaghan & Tottenham, 2016; Gee et al., 2013) or reduce the con-
nectivity between these brain areas (Burghy et al., 2012) – altering the
regulatory influence of the prefrontal cortex on the amygdala, which
may lower emotion regulation capacities (e.g., increasing impulsive
behavior).

The early developmental/learning-related influences on EA suggest
a calibration process. Here we suggest that this calibration process can
be understood within the framework we proposed above. Specifically,
while brain evolution provides the necessary conditions for EA, it does
not provide sufficient conditions. Through the lens of predictive coding
and active inference models, developing high EA would further require
that the relevant statistical regularities are in fact present and reliable
within an individual’s experience to learn from; otherwise, although
one has the capacity to learn such regularities, the necessary signal

Fig. 2. Flow chart illustrating the sequence of events, and their relationships, which led to the evolution of the capacity for emotional awareness (and the general
reflective capacities that allow for it) within our proposal. This figure highlights the result of a comprehensive synthesis of findings from a range of fields, and offers
connections between neural, computational, and cognitive levels of description of the processes supporting reflective capacities in humans, and the influences that
shaped them. Developmental influences (at the top of the diagram) are illustrated in Fig. 3. Mya = million years ago.
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would be absent (for explicit computational simulations supporting
this, see (Smith, Lane et al., 2019; Smith, Parr et al., 2019; Smith,
Schwartenbeck, Parr, & Friston, 2020)). In other words, one needs to be
exposed to the right patterns of sensory input (i.e., have the right set of
experiences with the right Iow-level covariance relations) in order to
arrive at a generative model with predictions corresponding to high EA.
For example, this is consistent with work showing that children who
grow up in orphanages, and lack sufficient personal interaction with
adults that can model social/emotion concept use, display deficits in
related socio-emotional and cognitive abilities later in life (Colvert
et al., 2008).

Another more general aspect of early calibration has to do with
learned regularities regarding the reliability of different levels of re-
presentation. Specifically, if a child’s early experiences were highly
unpredictable over longer timescales (e.g., frequent relocation, incon-
sistent parenting, etc.), then this calibration process would lead a child
to learn priors favoring the assignment of low precision estimates to
high-level generative model predictions – and specifically priors for low
transition precision. It follows that future regularities of this type in
later life experience would tend to be ignored, corresponding to a
generally reduced capacity for learning such regularities and the cog-
nitive tendency to avoid temporally extended reflection. Such an in-
dividual would therefore tend to behave relatively unreflectively in the
context of affective responses, and would have difficulty con-
ceptualizing these responses (i.e., they would have trouble under-
standing their own emotions and how to regulate them). This may

explain previously observed links between a range of mental and phy-
sical health conditions and both EA (reviewed in (Lane et al., 2015))
and childhood trauma (Heim & Nemeroff, 2001; Heim, Newport,
Mletzko, Miller, & Nemeroff, 2008), both of which may correlate with
high levels of early stress and learned uncertainty. Recently, active
inference models have afforded explicit simulation of emotion concept
learning and confirmed that a generative model has difficulty learning
and inferring emotion concepts if transition precision is believed to be
too low – because integrating the necessary information to identify such
concepts over time requires the assumption that an emotional pattern is
stable over time (Smith, Parr et al., 2019). Related simulation work has
also reproduced interactions between emotion concept representation
and working memory in a deep hierarchical model that were sufficient
to reproduce high EA behavior – and that simulated the way low
transition precision interferes with emotion-focused working memory
(Smith, Lane et al., 2019).

There is also work linking early calibration of abstract prior ex-
pectations to stress-induced epigenetic influences on the set points for
neuromodulatory tone (e.g., serotonin, norepinephrine, dopamine,
acetylcholine, etc.), which are thought to influence multiple types of
reliability estimates (Clark, Watson, & Friston, 2018)). This work has
suggested, for example, that reduced sensitivity of the amygdala and
hippocampus to circulating cortisol levels may represent neural corre-
lates of maladaptive priors within mood disorders – as these regions
have descending influences on neuromodulatory tone (Braithwaite,
Kundakovic, Ramchandani, Murphy, & Champagne, 2015; Herman,

Fig. 3. Flow chart illustrating the sequence of events, and their relationships, which shape the development of emotional awareness (EA) during childhood within our
proposal, and showing how EA development is constrained by life history strategy calibration (i.e., using development of low EA as an example). Also highlighted is
how the level of EA, and life history strategy, develop so as to match the statistical regularities of the local environment in early childhood. Hence, low EA may be
adaptive within fast life history strategy environments and result from the suite of general cognitive adaptions associated with fast life history strategy and their
interaction with further social-cognitive development. But it may be maladaptive if, later in life, an individual moves into a slow life history strategy environment. In
particular, this diagram illustrates factors stemming from the development of a fast life history strategy, subsequently leading to low EA; the opposite influences (e.g.,
high predictability, large amounts of social contact, etc.) would instead promote higher EA. Primary influences include 1) the harshness and unpredictability of the
environment, where greater levels of either promote reduced reflective capacity generally, and 2) insufficient socio-emotional interactions with caretakers, pre-
venting a child from learning about the emotions of self and others in particular.
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Tasker, Ziegler, & Cullinan, 2002; McEwen, 2000; Radley et al., 2011).
Early stress/unpredictability appears to epigenetically alter the ex-
pression of glucocorticoid receptors, which are present in the amygdala
and hippocampus (Morimoto, Morita, Ozawa, Yokoyama, & Kawata,
1996), and which have been linked to the onset of mood disorders
(Nantharat, Wanitchanon, Amesbutr, Tammachote, & Praphanphoj,
2015; Palma-Gudiel, Cordova-Palomera, Marquès Feixa, Cirera Miquel,
& Fañanás, 2016; Smart, Strathdee, Watson, Murgatroyd, & McAllister-
Williams, 2015). Because high-level prior expectations are often more
easily adjusted in the absence of previous learning (i.e., initial ex-
pectations may be afforded less confidence before receiving sufficient
experiential support), very early childhood may represent the most
sensitive or flexible period for calibration – an idea supported by the
greater levels of epigenetic variability observed at particular early de-
velopmental periods (Heim & Binder, 2012) and by work demonstrating
the influence of maternal behavior on resulting epigenetic profiles
(Weaver et al., 2004). It therefore appears plausible to suggest that
unpredictable early environments may lead to precise high-level prior
expectations that the environment is unpredictable – leading to low
transition precision estimates (which may be mediated by the nor-
epinephrine system; (Lawson et al., 2017)) and perhaps to low policy
depth and less confidence in desired/expected outcomes of chosen ac-
tions (i.e., prior policy precision; likely mediated by the dopamine
system; (Schwartenbeck et al., 2015)) – leading to less deliberation,
reflection, and self-focused awareness, as well as less context-sensitive
behavior (i.e., the features characteristic of fast LHS and low EA).
However, an important overall take-away point of individual variation
in life history speed, EA and reflective capacity is that the develop-
mental life history adjustments (or calibrations), and their correlated
neuropsychological traits that we have been describing, are adaptive in
nature in the sense that they lead to the best likely fitness outcome in
the predicted future adult environment, whether harsh or benign (Ellis
& Del Giudice, 2014); however, this can become maladaptive when the
learned statistics of the environment in childhood do not match those in
adulthood.

There are also many untested predictions of this account of within-
species differences, which may be important for guiding future re-
search. For example, our explanation predicts that individuals with
higher EA will also tend to have a slower LHS (as might be suggested by
(Bréjard, Bonnet, & Pedinielli, 2012; Lane, Sechrest, & Riedel, 1998)). It
also entails that higher EA should be associated with the correlates of
slow LHS, such as being more sensitive to long-term consequences,
being less impulsive, etc. As we will discuss in the subsequent section, it
also makes interesting predictions about the relationship between ob-
served sex differences in EA and sex differences in parental investment
patterns associated with LHS. Finally, it could also suggest that in-
dividuals who have undergone the early adversity associated with fast
LHS (e.g., those with borderline personality disorder; (Zanarini &
Wedig, 2014)) would benefit from therapeutic interventions aimed at
improving EA and reflective emotion regulation techniques (e.g.,
mentalization-based therapy and dialectical behavior therapy
(Feenstra, Luyten, & Bales, 2017; Swales, Heard, & Williams, 2000)),
and that this effect would be mediated by improved general reflective
capacities (e.g., more granular conceptualization, greater reflection
before action, etc.).

4.2. Sex differences, EA, and life history

There is a notable female advantage in both emotion recognition
ability and in EA more broadly (e.g., see (Barrett, Lane, Sechrest, &
Schwartz, 2000; Ciarrochi, Hynes, & Crittenden, 2005; Kret & De
Gelder, 2012)). Interestingly, a recent study showed that differences in
EA – an ability that depends on concept learning – mediates the re-
lationship between sex and emotion recognition ability (Wright, Riedel,
Sechrest, Lane, & Smith, 2018). This suggests that early learning may
also play an important role in fostering these sex differences, as is

consistent with studies showing that boys and girls tend to be treated in
ways that encourage different norms for attending to and expressing
emotions. For example, across multiple cultures, parents tend to en-
courage control of negative emotions more in boys than in girls, and
encourage expression of positive emotions more in girls than in boys,
(Chaplin, Cole, & Zahn-Waxler, 2005; Diener & Lucas, 2004). Parents
also tend to discuss emotions less with their sons than with their
daughters during preschool years (Fivush, Brotman, Buckner, &
Goodman, 2000).

Given that this appears to occur across cultures, the explanation for
why women tend to learn greater EA than men may still have (at least)
an indirect evolutionary contribution. A related finding that requires
explanation is that variability in EA tends to be much lower in women
than in men (Wright et al., 2018). Here we highlight that, just as there
is greater parental investment (i.e., the tendency to devote more time
and resources to individual offspring) in those with slower LHS, there
are also evolutionary constraints that promote greater parental invest-
ment by women than by men, as well as greater variability in parental
investment by men than by women. As mothers can only reproduce
once every 9–10 months, whereas men can in principle impregnate
many women within a period of days, parental investment theory
makes the empirically confirmed prediction that women will be much
more sexually discriminating to ensure offspring quality, given their
much higher obligate parental investment (Figueredo et al., 2005).
From an evolutionary and life history standpoint, women in effect have
an overall slower life history than men (e.g., fewer gametes, fewer
offspring, greater obligate parental investment, longer lifespan;
(Figueredo et al., 2006); for a critique of this interpretation, see (Sear,
2020)), which is consistent with their higher average levels of EA.

Likewise, given the unavoidable paternity uncertainty, women and
their genetic kin will be much more likely to invest in raising their
offspring than men. Given this asymmetry, women may have much less
variability in their experience attending to the subtle psychological
signals that carry information about the well-being of their children –
providing stable opportunities to learn higher EA. Given that women
who are better at this skill may also confer greater parenting quality,
this may also create selective pressures in favor of this ability in
women. In addition, women’s likely long history of alloparenting (co-
operative breeding) would be expected to contribute to the selection for
reduced variation in their EA skills and theory of mind capacity gen-
erally (Hrdy, 1999). In contrast, while some men invest heavily in their
children in a context-dependent way (e.g., when paternity confidence is
high), many others do not. This suggests less selective pressure toward
EA-related abilities in men. It also predicts greater variability in such
abilities in men, depending on their level of investment (e.g., time spent
directly interacting with their children).

Outside the parenting context, there is also much evidence that
women are in general more empathic and prosocial than men (Singer
et al., 2006), a difference that is linked to the higher sensitivity in
women of the dopaminergic reward system to prosocial rewards
(Soutschek et al., 2017). Women also have higher synaptic concentra-
tions of dopamine in the striatum and a stronger striatal response to
prosocial decisions (reviewed in (Borland et al., 2019)). There are, of
course, also contexts where some men would benefit from reading so-
cial signals among coordinated groups of adults, however, which, given
its likely dependence on cultural practices (e.g., fraternal interest
groups in warring societies), could increase this variability even further.
While we can't rule out experiential contributions to these sex differ-
ences, they nevertheless could help explain the male-female difference
in EA. Thus, there may be genetic adaptations promoting these sex
differences, but variable constraints on the range of experiences that are
typically encountered by men and women may also allow for different
learning opportunities.

Based on these considerations, it will also be important for future
research to specifically test the predicted relationship between parental
investment, other life history characteristics, and EA. If this account is
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correct, then men with higher parental investment behavior should also
tend to possess higher EA.

5. Critical evaluation

Having proposed our model, we now consider its limitations and
highlight other possible perspectives. One difficulty lies in specifying
psychological characteristics uniquely evolved in the course of human
evolution, especially in identifying such characteristics or traits as
adaptations (Leavens, Bard, & Hopkins, 2019; Lewontin, 1998). The
concern is that adaptationist explanations, especially in the field of
evolutionary psychology, often amount to no more than “just-so
stories”, which, while seemingly plausible, can be difficult to falsify
empirically (see (Andrews, Gangestad, & Mathew, 2002), for a review
and response to this issue). Our synthesis of data from multiple sources
in order to provide a coherent proposal for the evolution of EA could
likewise be seen as a “story” and is most certainly a hypothetical ac-
count, but its elements are nevertheless empirically falsifiable, as are
the many novel predictions yielded by our evolutionary account (see
especially Section 6, Discussion). For example, the proposals we cite
and discuss on the origin and evolution of human hypersocial traits are
grounded in many empirical studies comparing cognitive abilities, life
history, and neuroanatomical characteristics of humans and other pri-
mates, that were guided by hypotheses and thus subject to falsification.
With respect to the issue of selection pressures, while we have defended
a primary role for adaptation to a hypersocial niche, this is not the only
view one could take. For example, it could be that increased reflective
capacity was selected for primarily due to the benefits it afforded for
temporally deep planning and decision-making, the design and use of
complex tools, or a number of other abilities unrelated to sociality in
particular. Thus, while it is theoretically possible to construct a dif-
ferent evolutionary scenario from the one we offer, the plausibility and
viability of an alternative proposal should depend on its better co-
herence with empirical evidence and greater heuristic power.

Another limitation worth emphasizing is limited sample size. Some
nonhuman neurobiological data come from very few or even single
datapoints (e.g., (Semendeferi et al., 2011; Sherwood et al., 2006)),
which may limit broadly generalizable conclusions about human/non-
human differences. This shortcoming can be ameliorated at least in
some cases when, despite small sample sizes used in individual studies,
there is agreement in results from different laboratories (e.g., the
human-ape frontal pole neuropil differences reported by (Spocter et al.,
2012) agree with earlier results from (Semendeferi et al., 2011)). As
well, to the extent that some of the primate subjects used in the analyses
were reared in artificial institutional settings with potentially limited
social contact (not consistently described in the publications, but see
(Spocter et al., 2012) for exception), with reduced possibilities for so-
cial/emotional learning, such conditions could have affected behavior,
cognition and associated brain structure (Leavens, Bard, & Hopkins,
2010).

A second sampling issue concerns human data on life history, be-
havior, and cognition. Admittedly, the large majority of such data have
been gathered from humans in what have been called WEIRD cultures
(Henrich, Heine, & Norenzayan, 2010) – that is, those that are Western,
Educated, Industrialized, Rich, and Democratic and therefore are not
necessarily representative of the human species as a whole. However,
the judgment of what constitutes an appropriate and sufficient cross-
cultural sample to warrant a conclusion about a human universal is not
at all clear nor uncontroversial (see commentary accompanying
Henrich et al., 2010). For example, it can be argued that most of the
increasingly interconnected world is fast becoming westernized and
industrialized (i.e., more WEIRD), while at the same time small scale
societies – hunter-gatherers and horticulturalists – are either extinct or
already adapted to a 21st century industrialized world (Maryanski,
2010). Indeed, many aspects of WEIRD societies may be more ex-
pressive of human nature than is true of small-scale societies

(Maryanski, 2010). Nevertheless, whenever feasible, data on human
differences in brain and cognition, including sex differences (see section
6), should, in a hypothesis-driven way, be informed by additional cul-
tural comparisons to increase our confidence in evolution-based claims.

Yet another issue worth emphasizing is that, while cortical expan-
sion is often assumed to expand cognitive capacities, this assumption
can be called into question. For example, children with autism, which is
marked by deficits in socio-emotional cognition, show a greater number
of neurons in prefrontal cortex and greater brain weight than neuro-
typical individuals (Courchesne et al., 2011) – suggesting that increased
neural resources per se (e.g., perhaps without the correct computational
architecture) need not expand, and could even diminish, EA.

It’s also worth noting that we have focused primarily on cortical
expansion, and not addressed the potential cognitive/computational
capacities that may have arisen due to similar evolutionary expansion
patterns in the cerebellum (Barton & Venditti, 2014). Some computa-
tional theories of cerebellar function suggest that its reciprocal con-
nections with cortical networks may optimize cognitive processes
within association cortices (Buckner, 2013) – and so could be seen as
contributing to the same expanded capacities discussed above – but this
is an important area for future research (for evidence that higher EA is
associated with greater functional connectivity between association
cortices and the cerebellum, see (Smith, Alkozei et al., 2017); also see
(Smith, Sanova, Alkozei, Lane, & Killgore, 2018)).

While the detailed proposal we offer above appears plausible, there
are certainly other perspectives worth considering. These cut across (at
least) the following two lines: 1) domain-specificity vs. generality, 2)
the nature of selection pressures. With respect to the first, recall that the
view we have defended assumes that socio-emotional cognition, and EA
in particular, represents the application of an expanded general capa-
city for temporally deep, multimodal cognition – where emotion-fo-
cused learning within this cognitive architecture is facilitated by in-
herited biases toward sampling from high-fidelity sources of socio-
emotional information. However, one could instead hold that social/
emotion-focused cognition represents a separate domain-specific
system dedicated solely to representing the mental states of self and
others. While some work has supported the presence of brain regions
selectively activated by empathy and mentalization processes (e.g., see
(Amodio & Frith, 2006; Atique, Erb, Gharabaghi, Grodd, & Anders,
2011; Frith & Frith, 2006; Kalbe et al., 2010)), we are persuaded by
meta-analytic work demonstrating that such regions carry out broader
processes that support a much wider range of functions and are there-
fore better considered domain-general (Anderson, 2014; Kleckner et al.,
2017). Interestingly, this domain-general view also underpins one
prominent approach to understanding social cognition deficits in
autism (Haker et al., 2016). Future research in social neuroscience will
be necessary to further assess the validity of our assumptions about
domain-generality.

6. Discussion

In this paper we have outlined a theory of how individual differ-
ences in EA have emerged both between and within species, involving
the interplay between neural, computational, and cognitive-behavioral
mechanisms as they interact with, and become adapted to, diverse
socio-ecological niches. At the phylogenetic timescale (see Fig. 2), we
have suggested that hominin brain expansion – driven by early adap-
tation to climatic heterogeneity and later adaptation to a hypersocial
niche – allowed for an expanded computational capacity to learn about
and represent abstract, multimodal, temporally extended regularities,
which in turn afforded expanded cognitive capacities for concept
learning, internal simulation, and working memory. When applied (and
calibrated) to a hypersocial ecological niche, and facilitated by innate
attentional biases toward socially informative cues, this promoted the
emergence of higher EA (among other social-cognitive capacities) in
humans. At the ontogenetic timescale (see Fig. 3), we have applied a
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computational neuroscience perspective to the construct of LHS in
evolutionary psychology to shed light on how levels of early environ-
mental harshness and unpredictability can calibrate neurocomputa-
tional processes to develop, or fail to develop, the innate human ca-
pacity for EA. Harsh, unpredictable early environments – involving
abuse, neglect, insufficient emotional interactions with parents or sib-
lings, among several other factors – would both 1) prevent the oppor-
tunity to learn emotion concepts, and 2) promote the expectation that
distal future outcomes are bleak and unpredictable. Low EA then
emerges from the combination of poor emotion understanding and
limited engagement of reflective, future-oriented cognition – the
adaptiveness of which later in life will depend on whether an individual
remains in an environment that matches that of their early develop-
ment.

The account we have provided represents a synthesis of many dif-
ferent bodies of work, including those on cognitive and computational
neuroscience, socioemotional cognition, cognitive science, evolutionary
psychology, and comparative anatomy, among others. The intersection
of such fields represents a promising area for providing new insights
into multi-level explanations for understanding uniquely human capa-
cities – and offers empirical directions for testing those explanations.
We consider a few such directions below.

One important direction may be further study of the neuroscientific
basis of LHS within cognitive and computational neuroscience. With
respect to large-scale neural networks, higher reflective capacity under
our account should be associated with specific adaptive interactions
between the ECN (application of top-down maintenance/manipulation
of represented information within working memory) and the DMN
(concept representation and internal stimulation based on long-term
memory). For example, in the context of a task in which internal si-
mulation was necessary in goal-directed decision-making (Spreng,
Stevens, Chamberlain, Gilmore, & Schacter, 2010), we would expect
that slower LHS would be associated with stronger coupling between
the ECN and the DMN than in those with faster LHS and that decision
times would also be faster in those with faster LHS. This would parallel
previous work demonstrating increased activation in both ECN and
DMN regions when holding one’s own emotions in working memory
(and showing that greater DMN activation corresponded to higher EA;
see (Smith, Lane, Alkozei et al., 2018; Smith, Lane, Sanova et al.,
2018)). Greater ECN activity has also been associated with higher EA
when holding other’s emotions in mind (Smith, Lane et al., 2017).

With respect to computational neuroscience, it will also be im-
portant to test the prediction that individuals with low EA and fast LHS
both show behavioral evidence for beliefs favoring low transition pre-
cision (a.k.a., high environmental volatility estimates; that is, un-
predictability of future observations or the outcomes of actions) with
respect to long-timescale predictions. In previous work (Lawson et al.,
2017), volatility estimates have been linked to central noradrenergic
modulation, which can also be tested via neuroimaging and indirect
measures of locus coeruleus activation (e.g., pupillary responses). In-
terestingly, the aforementioned work has found estimates of higher
volatility in individuals with autism, which is characterized by a re-
duced capacity for social cognition.

Yet another phenomenon worth further study is the role of genetic
vs. environmental influences on sex differences in EA, LHS, and other
measures of reflective social cognition. Twin studies have yielded high
heritability estimates (60–70 %) for a single life history factor, called
the K-factor, and its associated life history variables (Figueredo,
Vásquez, Brumbach, & Schneider, 2004), which indicates that a good
portion of the variance among individuals in life history speed is due to
genetic differences. In other words, one’s genotype determines the
range of plasticity in LHS adjustment to local conditions sampled during
development. This could be taken to suggest that individual differences
in EA should also be heritable. However, in our account, differences in
LHS can also facilitate/hinder opportunities to learn from emotional
signals – therefore suggesting an account in which different genetic

predispositions can facilitate/hinder emotion concept learning and
emotion-focused reflection. Future heritability and developmental stu-
dies will need to test these different possible explanations.

Also open to further study is the relationship between individual
differences in EA and differences in neurochemistry (e.g., ser-
otoninergic or oxytocinergic systems), especially given the effects of
early life stress on these systems and EA (it is also noteworthy that
women appear more sensitive to early life stress than men, as evidenced
by higher basal cortisol levels in childhood (Burghy et al., 2012)). Given
that individual differences in neurochemistry have heritable compo-
nents (e.g., genes for different neurotransmitter receptor variants), and
that other related psychological-level individual differences also appear
partially heritable (e.g., personality, general intelligence), this opens up
yet further research avenues for investigating plausible genetic influ-
ences on individual differences in EA (Cohen, Young, Baek, Kessler, &
Ranganath, 2005; Lane et al., 1990; Lane, Sechrest et al., 1998; Munafò
et al., 2003; Sauce & Matzel, 2018; Smith, Lane et al., 2017; Vernon,
Villani, Schermer, & Petrides, 2008; Vukasović & Bratko, 2015; Wright
et al., 2018). However, we want to reiterate an important conclusion
drawn from our evolutionary life history perspective – namely, that
higher vs. lower EA is neither better nor worse, but rather each adap-
tively fits the individual’s developmental niche.

The degree to which sex differences in EA are due to socialization
vs. due to sex-specific selective pressures during evolution is also im-
portant to test in future work. It could be evaluated, for example, by
identifying cultures in which gender roles differ significantly from those
in Western cultures and testing whether EA varies with culturally de-
fined gender roles.

Finally, while we have suggested that selective pressures accom-
panying hypersociality were a primary driver of expansions in reflective
capacity that facilitated EA, this will also have to be borne out in future
research. On our account, the adaptations were largely domain-general,
and then were applied and further refined for different planning and
relational tracking purposes (e.g., expanded tool use, learning higher-
order relations, multistep logical reasoning, etc.). But it should be clear
that the exact magnitude of contribution of each of these adaptive
cognitive advances is not clear, and the degree to which domain-gen-
eral reflective capacities vs. domain-specific prepared learning me-
chanisms each contribute to EA is also an open question.

One way to examine the contribution of domain-general mechan-
isms would be to test the strength of the relationship between EA and
LHS as we have already suggested. Because LHS involves adaptations
affecting many psychological domains, if EA and LHS were found to be
highly correlated this would support the role of domain-general me-
chanisms. The relationship between EA and other general cognitive
function could also be tested – and has been in previous work showing
correlations between EA and both general intelligence and executive
control network activation (Smith, Lane et al., 2017; Wright et al.,
2018). One way to assess the contribution of domain-specific mechan-
isms could be to longitudinally examine the relationship between EA
and early individual differences in social attention. For example, if
higher EA in adulthood were associated with stronger attentional biases
(e.g., automatic saccades) toward social cues in early childhood, this
would support a strong role of domain-specific social adaptations.

In closing, it is important to emphasize the limitations of the ac-
count we propose. First, we do not claim that it is a complete account.
While we believe that interactions between concept learning and
working memory capacity, when expanded to include the more ab-
stract, long-timescale regularities that surpass that of other animals, can
provide a parsimonious account of many examples of goal-directed
reflection, there are other phenomena that also arguably fall under the
rubric of “reflective” and that show expanded capacity in humans re-
lative to other animals. One example could be more bottom-up driven
types of internal simulation, associated with mind wandering or rumi-
nation, in which there is increased activation of the DMN but reduced
activation of ECN (Buckner et al., 2008). This type of internal
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simulation does depend on representing long-timescale regularities, but
it is not goal-driven and relates less directly to cognitive control in
decision-making. That said, this type of automatic simulation process
has been linked to a type of Bayesian model reduction process within
computational models that can facilitate subsequent insight and crea-
tive problem-solving (Friston, Lin et al., 2017) – which is not an ele-
ment explicitly discussed in our account. Surely, there are also other
phenomena as well that some might consider as part of expanded re-
flective capacity in humans and that may not be fully accounted for in
our proposal. With these limitations in mind, however, we believe our
integrative account has broad and unifying explanatory power that
ultimately arises from relatively few basic building blocks. It holds the
promise of a more unified account of the unique human capacity for EA
spanning across many fields of research, and holds the promise of in-
spiring more interdisciplinary, collaborative research projects to further
advance knowledge in the science of emotion and emotional awareness.
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